Attack-Resilient Time Synchronization for
Wireless Sensor Networks

Hui Song, Sencun Zhu, and Guohong Cao
Department of Computer Science & Engineering
The Pennsylvania State University
University Park, PA 16802
Email: {hsong,szhu,gcg@cse.psu.edu

Abstract— The existing time synchronization schemes in sensor attack the time synchronization protocol so that the edgcha
networks were not designed with security in mind, thus leavig  direction of a mobile object is contrary to its actual diient
them vulnerable to security attacks. In this paper, we first dentify a wrong or even risky action may be taken and many system

various attacks that are effective to several representate time b ted. Th h twork i
synchronization schemes, and then focus on a specific type of ESOUrCes may be wasted. us, when a sensor network 1s

attack called delay attack, which cannot be addressed by crypto- deployed in an adversarial environment such as a battlefield
graphic techniques. Then, we propose two approaches to dete the time synchronization protocol is an attractive targethie

and accommodate the delay attacks. Our first approach uses gdversaries.

the generalized extreme studentized deviate (GESD) algdhim to In this paper, we first identify several security attacks én a

detect multiple outliers introduced by the compromised noes; | h inst Hi hromizati
our second approach uses a threshold derived using a time Versary can launch against a non-secure uime synchroonzati

transformation technique to filter out the outliers. Finally, we Protocol. For instance, an attacker can replay old syndzaen
show the effectiveness of these two schemes through extemesi tion messages, drop, modify, or even forge exchanged timing

simulations. messages. Since many of these attacks can be addressed by
|. INTRODUCTION employing appropriate cryptographic techniques, we famus
Many sensor network applications require time to be sya-specific type of attack calledelay attackwhich cannot be
chronized within the network. Examples of such applicatioraddressed by the cryptographic techniques. In the delagiatt
include mobile object tracking [1], [2], data aggregatiorm malicious attacker (or a compromised node) deliberately
TDMA radio scheduling, message ordering, multicast sourdelays the transmission of time synchronization messamges t
authentication protocol [3], to name a few. Consider thmagnify the offset between the time of a malicious node
application of mobile object tracking, in which a sensoand the actual time. All the current time synchronization
network is deployed in an area of interest to monitor passisghemes [4], [5], [6], [7] are vulnerable to this attack ineon
objects. When an object appears, the detecting nodes recoey or another.
the detecting location and the detecting time. Later, theseWe propose two approaches to detect and accommodate the
location and time information are sent to the aggregatiaenodelay attacks. Our first approach uses the generalizednextre
which estimates the moving trajectory of the object. Withostudentized deviate (GESD) algorithm to detect the oustlier
an accurate time synchronization, the estimated trajgaibr introduced by malicious nodes. If there is no malicious node
the tracked object could differ greatly from the actual ong¢he time offsets among the sensor nodes should follow the
Similarly, we can see the importance of time synchroniraticame (or similar) distribution or pattern. For their attack
for the operations of other sensor network applications. to be effective, malicious nodes typically report their ¢im
All network time synchronization methods rely on someffsets much larger than those from the benign nodes, Igavin
sort of message exchanges between nodes. Nondeterminiseir reported values suspicious. Our second approachauses
in the network dynamics such as physical channel access titile transformation technique, which enables every node to
or operation system overhead (e.g., system calls), makes derive an upper bound of the time offset that is acceptable
synchronization task challenging in sensor networks. k& tho it, thereby filtering out the outliers. We discuss the itseri
literature, many schemes have been proposed to addressathevell as the limitations of each approach, and evaluate
time synchronization problem [4], [5], [6], [7]. These saes the effectiveness of these two schemes through extensive
involve the exchange of multiple time synchronization mesimulations.
sages among multiple sensor nodes [4] or between two sensofhe rest of the paper is organized as follows. The next
nodes [5] to be synchronized. However, none of them wasction describes the related work and discusses varieus at
designed with security in mind, even though security haacks which are addressable using cryptographic techsidue
been identified as a major challenge for sensor networks [&ection Ill, we identify and discuss a new attack caltktay
Actually, even if an adversary is capable of destroying some attack Section IV presents the system model and assumptions.
all sensor nodes, it may opt for other more severe attaakse siln Section V, we present the outlier-based approach. Sectio
it is more dangerous to take actions based on some falserseMopresents the threshold-based approach. The performance
data than without any data. For example, if an adversary cahthese two approaches are evaluated in Section VII. Sectio



VIII concludes the paper. B. Time Synchronization in Hostile Environments

Most of the aforementioned protocols [11], [4], [5], [6],
[12] become vulnerable in hostile environments. Taking the
A. Time Synchronization Problems and Schemes RBS scheme as an example, an attacker may launch different
kinds of attacks to break the protocol. The first attack isecal

Traditionz_;ll_ teghniques for time synchronization include_t masquerade attacksuppose a node sends out a reference
Global Positioning System (GPS) [9] and the Network T'mﬁeacon to its two neighbor® and C. An attackerE can

P_rotocr:]ol (_NTP) [10]. Commercial GPS receiyers can syncgr retend to beB and exchange wrong time information with
hize the time to 20G:s. However, GPS services may not , disrupting the time synchronization process betwden

available in places such as inside building and underwatgy, C. A second attack is calledsplay attack Using the
and it may need several minutes of initial set up time. 10, e cenario in the first attack, the attackercan replay

adgmon, GP.S un||t5.m|ght also be large, POWer-consumMiNg.,s 414 timing packets, misleading' to be synchronized to
and expensive relative to resource constraint sensor no rong time. A third attack is callechessage manipulation

NTP has been widely deployed and proved to be eﬁeaiv&t’tack In this attack, an attacker may drop, modify, or even

secure and robust in Inte_rnet, but npt energy efficient. Th%rge the exchanged timing messages to interrupt the time
both protocols are not suitable for wireless sensor netx;s\/orkS nchronization process. For the message dropping attzek,
The synchronization method proposed in [11] is the firgfiacker can selectively drop the packets and thus proleag t
work addressing the time synchronization issue in SensQfnyerging time of the synchronization process. This can be
networks. In this scheme, the clocks of the sensor nodgsne on a random or arbitrary basis, making it more difficult
are not synchronized. When an event occurs, each nqdése detected. For the message forging attack, the attacker
records the time of the event based on its local clock. After, | forge many reference beacon messages and flood the
that, a third party node, acting as a beacon, broadcast$,dork. This not only incorrectly synchronizes the neigsh
synchronization pulse to all nodes in the area. All nodgRy; 5150 causes those nodes to consume power to process these
that have received the pulse will use it as a reference {iQ\yanted and faked timing messages. If some nodes run out
normalize the event timestamp. This scheme was furthgr,qoer coverage holes or network partitions may appear.
extended to the reference broadcast synchronization (RBSWe can certainly employ some cryptographic techniques to
scheme [4]. The RBS scheme however can only synchronizggyress the aforementioned attacks. For example, prayidin
multiple receivers in a local region. Later, a network-ws§@- 5 thentication of every exchanged message will prevent an
chronization scheme, called timing-sync protocol for 8ensg sige attacker from impersonating other nodes or afjerin
networks (TPSN)[5], was proposed. In TPSN, all nodes formge content of an exchanged message; while authentication
hlerarch|call structl_Jre. TPSN Wor_ks in two phrases. In thst f'rcan be achieved using pairwise key pre-distribution sclseme
phase, a hierarchical structure is constructed and each nggch as [13], [14], [15]. Adding a sequence number to beacon
is at a specific level in the hierarchy. In the second phasem%Ssages or other messages will prevent message replay at-

node in leveli + 1 synchronizes with a node in levelin this 5015 Message dropping may be noticed by some misbehavior
way, all nodes in the network synchronize with the root nodgetection schemes [16].

Recently, Li and Rus have defined a localized diffusion-tase | this paper, we are addressing a new type of attack

protocol in which nodes achieve synchronization by flooding;eq delay attackwhich cannot be prevented or handled by

their neighbors with information about each node’s locatkl giandard cryptography. We will define and discuss the delay
value [12]. After each node has learned the clock valueslof gkack in Section Il

its neighbors, the node can use a mutually agreed consensus
value to adjust its clock. C. Fault-Tolerance Time Synchronization

Unlike the above schemes [11], [4], [5], [12] which aims at The proposed approaches fall into the general field of fault-
maximizing the accuracy, the lightweight tree-based symch tolerance time synchronization. This problem has beeriesiud
nization (LTS) protocol [6] tries to minimize the complexitf for many years in the past [17], [18], [19], [20]. The algbrits
the synchronization. The scheme assumes that there are samationed in [18], [19] are based on an averaging process tha
reference points which have the accurate time in the netwoihkvolves reading the clocks of all the other processorsaBse
It is also assumed that the clock drift rates are boundeaf.the use of averaging, two of the algorithms proposed if,[18
Based on these assumptions, two synchronization algasithfh9] requires3n + 1 processors in order to handiefaults; the
are proposed to synchronize nodes in pairwise. The first oférd algorithm in [18], [19] require®2n + 1 processors with
is a centralized scheme, where a spanning tree is construdtee assumption that digital signatures are available. 0, [2
from the reference point (the root of the tree). Then paiewithe nodes are assigned to one or more groups, then each node
synchronization is done from the root to the leaves. Therothestimates the clock values of those nodes with which it share
algorithm is a distributed algorithm in which a node getgroup. The algorithms in [17] work for arbitrary networksdan
synchronized on demand by sending a synchronization requean tolerate any number of processor or communication link
to the reference point. All the nodes along the route will géailures as long as the correct processors remains comhecte
synchronized. by fault-free paths.

Il. RELATED WORK



Our proposed schemes differ from these schemes in sevetaly to the beacon receiving time and send it the good node.
ways. First, in [18], [19], [20], it was assumed that twdrhis will mislead the good node to synchronize to a wrong
nonfaulty clocks never differ by more than a predefinetime.
thresholds, but how to setup this threshold is not discussed. The sender-receiver model protocols [5], [6], [7] are also
In our solution, we use the time transformation technique talnerable to the delay attack. In the sender-receiver mode
derive the threshold and also give techniques to remove tthe sender and the receiver exchange time synchronization
assumption. Second, [17] requires an authentication mecpackets, estimate the round-trip transmission time betwee
nism such as digital signatures to ensure that no other nddem, and synchronize their clocks after finding the clock
can generate the same message or alter the message witbfis¢t between them. Since only two nodes are involved in
being detected. Our schemes do not have this requirem#r@ process, this model does not suffer from the attacks
and can address delay attacks, which can not be handlediftyoduced by a malicious reference node. However, a node
cryptographic techniques such as digital signatures, Usscacan be deceived if the node it is synchronizing with is
nodes may be compromised. malicious. Therefore, these schemes are also subject to the

aforementioned delay attacks.
I1l. THE DELAY ATTACK MODEL IV. SYSTEM MODEL AND ASSUMPTIONS

The time synchronization schemes proposed for wireleAs Node, Network, and Security Assumptions
sensor networks are based on two models: the receiveregcei We consider a sensor network Composing of resource-

model or the sender-receiver model. The reference broadcasnstrained sensor nodes such as the current generation of
synchronization scheme (RBS) [4] and its prototype prdtocgerkeley Mica motes [22]. Every sensor node is equipped
[11] falls into the receiver-receiver model. In the followgi, we  \ith an oscillator assisted clock and powered by an external
simply use the RBS scheme to represent the receiver-receiygttery. The clock of a sensor starts to tick only after it is
model. Schemes of the sender-receiver model include Tpgbl/vered on. Since it is un|ike|y to power on all the sensor
[5], LTS [6], and the tiny-sync and mini-sync schemes [7]. Ifodes at the same time, there may be large time offsets
the following, we will describe the delay attack model in thgmong sensor nodes initially. We assume that the sensosnode
context of the RBS scheme [4]. deployed in a security critical environment is manufaature
The RBS scheme is based on a simple idea: using a thigdsustain possible break-in attacks at least for a show tim
party for time synchronization. A node, which is a regulad@o jnterval (say several seconds) when captured by an adyersar
acting as areferencenode, broadcasts a reference beacon [23]; otherwise, the adversary could easily compromis¢ha|
its neighbors. Each neighboring node records the arriva ti sensor nodes and then take over the network. To this end, we
of the beacon based on its own clock. Since these receiviggume that there exists a lower bound on the time interval
nodes are close to the reference node, we can assumeqthe thatis necessary for an adversary to compromise a sensor
beacon arrives at both receivers at the same time. Therefeigde. We assume that the first time synchronization will be
the difference between the recording times of these rewiviexecuted and finished within the time intervAl,;,. As a
nodes is the time offset between them. By exchanging theéisult, we can assume that all the sensor nodes are loosely
recorded receiving times, they can calculate the clocketffssynchronized.
adjust and synchronize their clocks. As shown in Figure 1 (a) Because of intrinsic clock drifts of sensor nodes, the time
nodesA andB have the recorded times andts, respectively, offsets among sensor nodes could become very large (e.g., in
and the time offset between themvis= ¢, —t,. To synchronize the order of seconds or even larger) unless time synchroniza
with node A, node B may increase its clock by, or both of tjon is performed once in a while. Hence, we assume that time
them set their clocks ¢, +1;)/2. Thedelay attacks defined synchronization is performed periodically. Clearly, toader
in Definition 1. the time period, the larger the time offsets. We will discties
Definition 1 (The delay attack): The attacker deliber- selection of the appropriate synchronization intervaléct®n
ately delays some of the time messages, e.g., the beacon ygse 4.
sage in the RBS Scheme, so as to fail the time SynchronizatioEaCh node is assigned a unique id before dep|oyment and it
process. We refer to this kind of attack as delay attack.  can authenticate the messages sent/received with apgepri
Figure 1(b) and (c) show two ways to launch the delashared keys established through a key management proto-
attack in the RBS scheme. In Figure 1(b), two colluding nodeg| [23], [24]. This ensures that no node can impersonate

act as the reference node for nodésand B. They send the others during the exchange of timing messages and a maliciou
reference beacolto nodesA and B at different times. As a node can act as a reference at most once.

result, nodest and B receive the beacon messages at different ) o

times, but they think they receive the beacon at the same tirffe Models for Secure Time Synchronization

Figure 1(c) shows that a malicious node can launch the abov&he general idea of defending against delay attacks is as
attacks alone if it has a directed antenna [21] so that nddedollows. After collecting a set of time offsets from multél
and B only hear one beacon message. The delay attack é¢avlved nodes, we identify the malicious time offsets that
also be launched when a benign node is synchronizing wihe under delay attacks. The identified malicious time téfse

a compromised node. The compromised node can add somik be excluded and the rest of the time offsets are used to
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Fig. 1. The RBS scheme and the delay attacks

betweenA and each of its neighbors and each time we use
a different node as reference to obtain a time offset. After
collecting a set of: time offsets, we can detect the outliers,
exclude them, and make a good estimation on the actual time
offsets.

In addition to the above two models, other models are
possible too. However, all of them have one thing in common:
they collect a set of time offsets, which may include the
malicious time offsets. The focus of this paper is to answer
(a) Two-node model (b) Neighboring-node model the following question:Given a set of time offsets, how to

Fig. 2. Two models for secure time synchronization identify the outliers and how to achieve an attack-restlien
estimation?n this paper, we propose solutions in the context

) ] of RBS, although the solutions can also be applied to the
estimate the actual time offset. Next, we present two modelsyder-receiver based model.

for collecting the time offsets: the two-node model and the
neighboring-node model, which are described in the context
of the RBS scheme. Intuitively, without delay attacks, the time offsets among
nodes follow a similar distribution. The existence of delay
The two-node model: In this model, one node needs tAttacks makes the malicious time offsets much differentfro
e others; otherwise, the attack is not effective and can be

synchronize with another node. For example, in Figure 2(:52,I d by the ti hronizat h | .
node B is the cluster head and is a node within the cluster, [0/€rated by the time synchronization schemes. In stesisti

All nodes in the cluster are required to synchronize with .thedsef_ma:;mmu‘? t'mi offset§ are L‘?firrjd .tooamers Wh'(;]hf
Due to security concerns, nodeonly trusts the cluster head'S defined as “an observation which deviates so much from

but not other nodes in the cluster. However, it has to u éher observations as to arouse suspicious that it was afexer

other nodes as reference nodes when using RBS. To deal th & different mechanism” [.25]' Numerous schemes have
security attacks on time synchronization, notleses multiple 2€€N Proposed to detect outliers [26] (see [26] for a sutvey)

reference nodes to obtain a set of time offsets. For exampﬁ@ong th_em, the generalized extreme studenFized deviate
it can requestk,, Rs,... R, to serve as reference nodes. Lelinany-outller procedl_Jre (GESD pr_ocedure) [27] is pr_oved to
(t%, 1) represent the two beacon receiving times obtained gyrform well under different conditions [26]. In the follavg,

using a reference node; ands; = (¢ —!) be the time offset e introduce GESD and discuss how to apply it to our
betweenA and B. Node B obtainsaa sbet of, time offsets problem. After the outliers have been identified by GESD, we
(61,6 5} B.ased on the collected time offsets. we CaHisc:uss how to exclude the outliers and obtain a more aacurat

detect and exclude the malicious time offsets and obtaine:'fttlmatlon of the time offset.
more accurate estimation on the actual time offset betweeny The GESD Many-Outlier Detection Procedure
and B.

V. THE OUTLIER-BASED DELAY ATTACK DETECTION

Before introducing GESD, let us first look at the extreme
studentized deviate (ESD) test which is also called the Bsub

The ne|ghbo_r|ng-nod6 modgl:ln Some appllcatlons, a I"c’detest. The ESD test is good at detecting one outlier in a random
may be required to synchronize with its neighbors to codpery ormal sample

with each other. In this case, the two-node model is NotHqfinition 2 (ESD Test): Given a data setT =
enough since some neighbors may have been compromi %9 Z9,..., 2}, The mean of T' is denoted asz and
and synchronizing with a malicious node is more vulnerabjg ctandard deviatioof I is denoted as. Let

to attacks. Our solution is illustrated in Figure 2(b). Sog@

A hasn neighbors:Ry, Rs, ..., R,. We run the RBS scheme T, = |x; — T|/s,wherei =1,...,n.



T; is also called the correspondirif-value of z;. Letz; be Algorithm 1. Input: r, T', A

. - ) 0 letj=1, C andT be two arrays

the observation that leads to the largést — z|/s, wherei = 1 begin loop
1,...,n. Thenz; is an outlier whenT; exceeds a tabled 2 calculatez and s over setT’; find zy,
critical value . which maximizesiz; — z|, z; € I';

In principle, if T; does not exceed the critical value we 3 Ir%tni)[\j/]e: ﬂﬁg%_ﬂ/s}‘?c[ﬂ] = Thjs
need not single out;. Assuming this test finds an outlier, we 4 increasgj?jdecreas’er;
then look for further outliers by removing observationand 5 if (r < 1) break
repeating the process on the remainimg- 1 observations. 6 end loop
However, the ESD test can only detect one outlier. 7 let outlier set® =0, j = r;

The GESD procedure is a modified version of the ESD g begin '.?OFC’F S ol
test, which can find multiple outliers. Two critical pararet 10 Ithén[j{]le U[{j]c)'[k]}, k=1,....7;
for GESD arer and \;, wherer is the estimated number of return Q}
outliers in the data set any is the two-sided 00 x « percent 11 else{decreassj; if (j < 1) return ¢}
critical value got from Formula (1). 12 end loop

- tn—i—l,p(n . 2) (1) Fig. 3. Identifying outliers with GESD
J—i— 1482 Jn—i+1) | B
' Figure 3 shows how to use GESD to identify outliers. The
In Formula (1),i = 1,...,7. t,, is the 100 = p percentage algorithm accepts three parameters: the estimated nuniber o
point from thet distribution withv degrees of freedom, andoutliersr, the time offset data sét, and the critical value\
p=1—]a/2(n—i+1)]. Givena,n andr, the critical values computed by Formula (1) can be pre-computed and stored in
Ai, wherei =1,...,r, can be calculated beforehand. the sensors. In the following, we u3é& to denote the critical
) ) values for a data set with elements. Two array structurés
B. Using GESD for Delay Attack Detection and T, are used to save the candidate outlier informatien.
The GESD-based approach is formally defined as follows used to keep the outliers afitlis used to save th& value
Definition 3 (Using GESD for delay attack detection):  (Definition 2) corresponding to the candidate outliers. The

Given the time offset s& = {01,02,...,0,}, all the time values of the candidate outliers are later used to compdhe wi
offsetsy; that are identified as outliers by GESD are claimethe critical values to decide whether the candidates alemit
to be under delay attack. or not.

In GESD,r is the number of estimated outliers in the data

set, which is the estimated number of malicious time offsettme complexity In GESD, two operations are time con-
in our settings. The choice of plays an important role in suming: calculating the mean and the standard deviation
GESD. Ifr is set to a small number and there are more than Among them, the most expensive operation is to calculate

r malicious time offsets among the time offsets, some of the standard deviation, which involves multiplications.
them cannot be detected using GESD. On the other hand, if

r is too large, it wastes time on checking the nodes that are
in fact benign (good) ones. In this paper, since the number of
time offsets is small (e.g., 20), we seto be half of the total
number of time offsets. We also assume that the number of
malicious time offsets is less than half of the total numbfer &Given » and n, the first loop (Line 1-6) has + (n — 1) +
time offsets. Without this assumption, GESD may not work . + (n — r) = nr — £r* multiplications. In general, the
since it may find the malicious time offsets to be benign artdne complexity of GESD i) (nr). In the worst case, where
the benign ones to be malicious. r =2, the time complexity iO(2n?).

Definition 4 (Estimate r): Let the median of the time off-
set setl” bez and s _be the standard deviation: is defined Delay Attack Accommodation
as the number of time offsets; such that|z; — z|/s >
2,wherei =1,...,n. The goal of securing time synchronization is to synchronize

When the number of malicious nodes is small, i.e, less thire time in the presence of delay attacks. This can be achieve
5% of the total, we can utilize the median of the time offsets by first identifying the outliers (malicious time offsetshch
setr. As shown in Definition 4t is the number of time offsets then excluding them when estimating the true time offsets
that are two standard deviations away from the median. etween nodes. We use the mean of the benign time offsets
most cases, the data and time offsets are normally disédhutto approximate the true time offsets. The following defoniti
and then 95% of the values are at most two standard deviatieag be used to approximate the time offset estimation
away from the mean. In our case, we replace the mean withDefinition 5 (Estimate 6): Let I be the time offset data
the median since the median serves better when there exsgtand(2 be the outlier set. Then the benign time offset set is
malicious data sets. I — Q. § is defined as the mean of the &t (. Let the size
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One drawback of the GESD approach is that it needs to have sasULA. : True Time
T T1 T2

enough reference nodes to detect the malicious nodes effec-
tively. This has been verified by the simulation results sthow
Section VII-B. In this section, we propose a threshold-base A A
¢ o Ao L : .
approach to detect the delay attacks based on the followifgerval [, i=7;], which in turn is estimated by the sensor
observations. Without delay attacks, the time offset betweclock time interval[}erf Acy, %ACJ, relative to the local
two nodes should be bounded by a threshold value if thieme of nodeN,. As shown in Figure 4, noded and B use
maximum clock drift rates can be bounded. With the threshoRBS to do time synchronization. The maximum clock drift
value, we can identify those time offsets that are largen thaates of A and B are denoted ag, and p,, respectively.
the threshold as malicious ones. Different from GESD, tHsupposeA and B receive the reference beacon at time
threshold-based approach does not need that many refereamugt,, in terms of their own local clocks, respectively. After
nodes. Moreover, the threshold-based approach only needsegeiving the reference beacon, at time A sends a message
calculate the threshold once, and hence has less overheadV! to B, telling B that it received the beacon at tinig.

In the following, we first present the time transformatiodessageM is received byB at time¢s;, and thenB sends
technique and then present a method to determine the thdeshmck anAck at timet, to confirm that it has received!/. In
based on the time transformation technique. After determgin the Ack, B piggybacksy, t3, andt,. After receiving theAck,
the threshold, we discuss how to use it to defend againsy del can use the time transformation technique to transform the
attacks. Different from the previous work [28] where thedgimbeacon receiving time, to a time interval[t,., tyr] relative
interval is used to order messages, we utilize the timevaterto A’s clock as follows.
to quantify the time offset upper bound between two nodes.

Fig. 4. Time transformation

" . . _ 1+4+paq 1—pa,
A. The Time Transformation Technique tor = tg — (ta — tb)—%fﬁb = ((t2 = t1) = (ta — t3) 1552)
tor = ta — (ta — to) 7552

Before presenting the time transformation technique, ¢et u
first look at the hardware oscillator assisted clock in Blke
Mica motes [22], which implements an approximatioii7’)
of the actual timeT. C(T) = kaTO w(n)d, + C(To) is a _ _
function of the real timel’, which derives from the angular 1he threshold¢ is the upper bound of the time offsets

frequencyw(T) of the hardware oscillator. In this formula, petween two no.des. We determiﬁebase_d on the idea O,f
is a proportional coefficient and, is the initial clock value. time transformation shown above. A straightforward soluti

For a perfect hardware clockg is equal to one. However, '° to use {yr — tpr) as&. However, (g — tr) is a tight
all hardware clocks are not perfect since they are subject%und' I_f we use It t‘? deudg Wh_ether a time offset IS maI|S|ou
clock drift We can only assume that the clock drift rate of th&' nof[, it may |dent|fy _bemg.n time offsets as malicious. To
sensor clock does not exceed the maximum valug. @hus, effectively detecF malicious time offset$,should be a I(_)oser
we have the following inequalityt — p < Z_C <1+p. upper bound. Sincé,;, andt,r are the two boundaries of

The idea of time transformation is to transform the redfMe v at noded, max(|ta — tyz, ltr — tal) should be the
time difference A into the sensor clock differencé UPPEr bound of the time offsets betwednand 5. Based on

and vice versa. These transformations are difficult becaJQ? observation, the time offset upper bougéf,, betweenA

of the unpredictability of the sensor clock, but there exisf"d 5 can be determined by Formula (3), which is a looser
some lower and upper bounds on the estimates. Based 4pRe bound compared @, — ¢,r). This can be explained
the previous inequality, we can get— p < 22 < 1 4+ p, 85 follows. _Ifthe clock drift rate of_the two nodes are _equal,
This inequality can be transformed into —_p)AATT _S Ag < should fall inside {1, tyr]; otherwise,t, may fall outside of

(1 + p)Ar and 1ATC < Ay < A< which means that the [tsr, tvr], leading to a looser upper bound based on Formula

T i )
clock differenceAw can be approximated by the intervaﬁ?’)' Since the clock drift rates of two nodes are usually not

[(1 = p)Ar, (1 + p)Ar]. On the other hand, the real timeequal, Formula (3) gives a looser upper bound compared to
differenceAr that corresponds to the sensor clock differenéébR —toL)-
A¢ can be approximated by the inter\{q({r%, IATCP].
In order to transform a time differena®, corresponding tor — ta if to <tpr
to one nodeN; with p;, to a time corresponding to another ¢* = { MAX {tor — ta,ta —tor} if ta € [tor,tor] (3)

node Ny with ps, A¢, is first estimated by the real time to — tor if ta > ton

)

B. Determining the threshold



The time offset upper bound between two neighboringference node broadcasts a reference beacon to these two
nodes shown in Formula (3) is calculated only in the firstodes, which record the beacon receiving times according
time synchronization, which happens shortly after the @engo their clocks. The arrival times of the reference beacons
network deployment. Thus, the time offset caused by thekclofollow Poisson distribution, and the beacon processingetim
drift is small in Formula (3). The clock drift time increasedollows normal distribution. Since the typical messages &
as time goes by. If the time synchronization interval is lon@6 bytes in TinyOS [29], the beacon processing time is about
the clock drift time will be long and should be taken intd2 milliseconds which is the time required to process a 3@-by
consideration when determining the time offset upper boungacket.

Formula (4) gives the time offset upper bound between After a beacon has been processed, one node sends the

nodesA and B considering clock drift time. beacon receiving time to the other, which calculates the tim
offset between them. After these two nodes get a set of time
A = ¢ 4 p, —py| - T (4) offsets, we randomly pick some of them as malicious time

In Formula (4),T is the time synchronization interval andoffset and assume they are under delay attacks. We also add
' y a delay attack time which follows normal distribution. Base

A® is the upper bound of the time offset between nodes .
. . n a set of time offsets, the proposed schemes are evaluated
and B when they are synchronized using one reference node,, = : ,
: T with different levels of delay attack time and different nien
To increase the accuracy of the estimation, wemuseference

nodes to obtain a set @f*. The threshold is defined as the of malicious Flmg oﬁsets. All results are obtained by sl
; . the synchronization interval to 5,000 seconds. The resuéts
maximum among them, as showed in Formula (5). : X
averaged over 100 runs. Most of the simulation parameters ar

listed in Table I.
¢ = MAX {g;“’} t|pa— |- T,wherel <i<n. (5)
i L . Number of reference nodes | 10 to 20
With threshold¢, we can detect malicious time offsets Number of malicious nodes | 110 5
among a set of time offsets. The threshold-based approach ["Beacon processing time medn12 milliseconds
is formally defined in Definition 6. Beacon arrival interval mean| 200 milliseconds
Definition 6 (The threshold-based delay attack detection): Clock drift rate mean 0.005 millisecond
Given the time offset data s@t = {6;,s,...,d,}, all the C'°|Ck drift rl?t‘?' deviation 0.001 m|II|.|s|.econdd
time offsets bigger thart are claimed to be under delay Delay attack time 1 - 100 milliseconds
- - . . Synchronization interval 5,000 seconds
attack and are identified as malicious time offsets.
_ _ TABLE |
Time complexity Compared to GESD, the threshold-based SIMULATION PARAMETERS

approach involves two multiplications when calculating th
interval [tyr, tyr] in Formula (2). Givenn reference nodes, Three metrics are used to evaluate the effectiveness of the
the total number of multiplications argn. Thus, the time proposed schemes: the successful detection rate, thepfadse
complexity of the threshold-based approactDi€n), which itive rate, and the accuracy improving rate. In a networkwit
is much less than that of the GESD approach, whiaii(isr). ~delay attacks, the successful detection rate tells theeptage
Further, the threshold is only calculated in the first timef malicious time offsets that can be successful detectad. T
synchronization, but the GESD outlier detection algorithi@lse positive rate shows the percentage of time offsets tha
is executed for each time synchronization. Thus, the GESIe reported as outliers but are not. The accuracy improving
approach has much higher overhead than the threshold bagde shows the accuracy improvement on the estimated time
approach. offset after the detected outliers have been excludeds lbet
i the estimated time offset when the outliers have been ezdlud

C. Delay Attack Accommodation and 6,4 be the estimated time offset when the outliers have

After the malicious time offsets have been detected usifgt been excluded. The accuracy improving rate is defined in
the threshold, we can use the same strategy as that in Secfgfmula (6).
V-C to exclude them and obtain a good estimation on the true
time offset between two nodes.

VIlI. PERFORMANCEEVALUATIONS

A. Simulation setup B. Simulation Results of the GESD Approach

We evaluate the performance of the two approaches usindl) The Successful Detection Rat&igure 5 shows the
the reference broadcast synchronization (RBS) scheme dmccessful detection rate as the delay attack tidedag), the
simulation. In the simulation, each node has a maximunumber of malicious nodes, and the number of time offsets
clock drift rate at microsecond levell~°® second) [28]. (NUM_REF) change. We did not show the successful detection
The deviations of clock drift rates among nodes are also rate when there are five malicious nodes for NUREF=10,
microsecond level. To synchronize two nodes, a number loécause GESD does not work when the number of malicious
reference nodes are generated varying from 10 to 20. Edthe offsets is equal or larger than that of the benign nodes.

Accuracy improving rate= w * 100% (6)
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Fig. 5. The successful detection rate of GESD
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Fig. 8. The accuracy improving rate of the threshold-baggataach

Based on the figure, we have the following observationsuccessful detection rate.

First, when the delay attacks are at levels of 1ms 10ms, the

successful detection rate is pretty low in most cases. Siree  Second, as shown in Figure 5(b), when the number of

time synchronization interval is 5000 seconds, the clodf drmalicious time offsets increases, the successful detectite

time between two nodes can be as large as 10ms. It is difficdgcreases due to the masking problem in outlier detection.

to detect the delay attacks when the delay attack time is Ad@sking occurs when an outlier goes undetected because of

Significanﬂy |arger than the clock drift time, resu|ting liow the presence of other outliers. GESD is not robust agaiest th

successful detection rate. In Figure 5(a), since the datagla Masking problem since it is based on timeanvalue, which

time is one level smaller than the clock drift time, increasi iS affected by the outliers. As an exception, when NUREF

the number of reference nodes does not he|p improving tﬁezo and the number of malicious time offsets increases from
three to four, the successful detection rate increases. Gan



be explained as follows. If one malicious time offset is naletected at a high rate. Similar to GESD, the thresholdébase
detected in both cases, the successful detection rate will dpproach achieves a 100% successful detection rate when the
about 66% when the number of malicious time offsets is threlelay attack time is 100ms.
and 75% when the number of malicious time offsets is four, Figure 7 also shows that the successful detection rate does
which shows an increase in terms of successful detectien ratot change too much as the number of malicious time offsets

Third, Figure 5(b) also shows that the successful detectiortreases. Different from GESD, the threshold is affected
rate increases as the number of time offsets increase ingenaeither by the outlier masking problem nor by the number
Given a number of malicious time offsets, we will have moref malicious time offsets.
benign time offsets with a larger set of time offsets; and In summary, the threshold-based approach can achieve a
the more benign nodes we have, the higher the succesdfetter successful detection rate than GESD. The threshold-
detection rate is. Thus, when there are multiple outlieESB based scheme performs well even when the delay attack time
is more effective if more time offsets are available. is small compared to the clock drift time and it is robust agai

Fourth, as long as the delay attack time is much largewltiple delay attacks.
than the clock drift during the synchronization intervdlet 2) The False Positive RateSimulation results show that the
successful detection rate increases dramatically. Fanpka false positive rate of the threshold-based approach isyasl@a
as shown in Figure 5 (c), the successful detection rate esach different settings. This is due to the reason that thestiol
100% when the delay attack is at 100ms level. As the del&ydetermined in such a way that no benign time offsets will
attack time is larger than the clock drift time, the maligoube identified as malicious. From the false positive rate fpoin
time offsets can be easily identified. Although not shown iaf view, both the GESD approach and the threshold-based
the figure, GESD keeps the 100% successful detection rafgroach perform well.
when the the delay attack time is larger than 100ms. 3) The Accuracy Improving RateFigure 8 shows the

2) The False Positive RateThe simulation results show accuracy improving rates with different level of delay aeks
that the false positive rate of GESD is almost 0 in our systeAs shown in Figure 8 (a), when the delay attack time is
settings. This is because a benign time offset will not bEms, the accuracy improving rate is below 30% most of time,
identified as outlier when there really exists malicious esd because the delay attack time is small compared to the clock
Thus, GESD works well in terms of false positive rate. drift time. However, the accuracy improving rate achieved

3) The Accuracy Improving RateFigure 6 shows the in the threshold-based approach is much higher than that of
accuracy improving rates with different level of delay aks.  GESD. This can be explained by the fact that the threshold-
From the figure, we can see that the accuracy improving ratebgsed approach can achieve a much higher successful datecti
low when the delay attacks are at levels of 1ms and 10ms. Thide than GESD. As the delay attack time increases, the
is because the delay attack time is relatively small compargnprovement on the accuracy also increases as shown in
to the clock drift time during the 5000-second interval. $hu Figure 8(b) and (c). In terms of the accuracy improving rate,
excluding the malicious time offsets cannot have too mudhe threshold-based approach performs better than GESD,
improvement. However, as the delay attack time increas@g)ich is consistent with the results of the successful dietec
excluding the malicious time offsets can significantly ioye rate.
the accuracy improvement rate. For example, when the delay}) The Synchronization IntervaFigure 9 shows the impact
attack time is 100ms, the accuracy improving rate can lpéthe synchronization interval on the successful detaatite
increased by as much as 16 times (see Figure 6(c)). under different level of delay attacks. The results areiobth

) ] when the number of time offsets is 10. As shown in the figure,

C. Simulation Results of the Threshold-based Approach  given a certain level of delay attack, the successful dietect

1) The Successful Detection RateFigure 7 shows the rate decreases as the synchronization interval incre&ses.
successful detection rates with different level of delepats example, when the delay attack time is 10ms, the threshold-
when the synchronization interval is 5000-second. As showiased approach can almost reach 100% detection rate when
in Figure 7(a) and (b), when the delay attack time is 1mthe synchronization interval is less than 3,000 secondsenVh
the threshold-based scheme can achieve a higher succegkfilsynchronization interval is larger than 50,000 secdods
detection rate compared to GESD (Figure 5(a)(b)). For exa3.9 hours), the successful detection rates drops to al}8at 6
ple, when NUMREF is 20, the successful detection rate afn average.
the THRESHOLD-based approach (80% on average) is severrigure 10 shows the tolerable synchronization intervahwit
times higher than that of GESD (10% on average). This shodiferent levels of delay attacks. We define thalerable
that the threshold-based approach is effective even when flynchronization intervahs the maximum synchronization in-
delay attack time is small compared to the clock drift rate. lterval with which the threshold-based scheme achieves a 99%
the threshold-based approach, the threshold reflects heth @r higher successful detection rate. Here, we still use ten
maximum time offset that two nodes can have when thererisference nodes. We observe that the tolerable synchtamiza
no delay attack and the time offset caused by clock driftrdyri interval increases as the delay attack time increasesrd-idu
the synchronization interval. Thus, even though delayckttashows that the tolerable synchronization intervals are3,0.8
time is not large compared to the clock drifttime, it canl &td 7.78, 83.33, 888.89, and 8055.56 hours when the delay attack
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a delay attack time, we can select the appropriate synch
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VIIl. CONCLUSIONS
In this paper, we identified various attacks that are effecti

to several representative time synchronization schemes, a
focused on dealing with the delay attack. We proposed two
solutions to detect and accommodate the delay attacks. @t
first approach uses the generalized extreme studentizémtelev

(GESD) algorithm to detect multiple outliers introducedtbg

compromised nodes and our second approach uses a threshol

derived using a time transformation technique to filter tnat t
outliers. Extensive simulation results show that both sue
are effective in defending against delay attacks. Howeter,

GESD approach needs more reference nodes to effectiv%lfﬁ]
detect the malicious nodes. The threshold based approéc

relaxes this assumption and outperforms GESD in terms

successful detection rate, false positive rate, and acgura, 4

improving rate.
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