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Abstract—Multi-hop data delivery through vehicular ad hoc networks is
complicated by the fact that vehicular networks are highly mobile and fre-
quently disconnected. To address this issue, we adopt the idea of carry and
forward, where a moving vehicle carries the packet until a new vehicle moves
into its vicinity and forwards the packet. Different from ex isting carry and
forward solutions, we make use of the predicable vehicle mobility, which is
limited by the traffic pattern and road layout. Based on the existing traffic
pattern, a vehicle can find the next road to forward the packetto reduce the
delay. We propose several vehicle-assisted data delivery (VADD) protocols to
forward the packet to the best road with the lowest data delivery delay. Ex-
perimental results are used to evaluate the proposed solutions. Results show
that the proposed VADD protocols outperform existing solutions in terms of
packet delivery ratio, data packet delay and protocol overhead. Among the
proposed VADD protocols, the H-VADD protocol has much better perfor-
mance.

I. I NTRODUCTION

Vehicular ad hoc networks have been envisioned to be useful
in road safety and many commercial applications [26], [28],[30].
For example, a vehicular network can be used to alert driversto
potential traffic jams, providing increased convenience and ef-
ficiency. It can also be used to propagate emergency warning
to drivers behind a vehicle (or incident) to avoid multi-carcolli-
sions. To realize this vision, FCC has allocated 75 MHz of spec-
trum for dedicated short range communications (vehicle-vehicle
or vehicle-roadside), and IEEE is working on standard specifi-
cations for intervehicle communication. As more and more ve-
hicles are equipped with communication capabilities that allow
for intervehicle communication, large scale vehicular ad hoc net-
works are expected to be available in the near future.

Quite a few researches have been done on intervehicle com-
munication. Medium access control (MAC) issues have been
addressed in [25], [18], [28], where slot-reservation MAC pro-
tocols [25], [18] and congestion control policies for emergency
warning [28] are studied. Transportation safety issues have been
addressed in [26], [30], where vehicles communicate with each
other and with the static network nodes such as traffic lights, bus
shelters, and traffic cameras. Data dissemination protocols [16],
[27] have been proposed to disseminate information about traf-
fic, obstacles, and hazard on the roads. Other applications such
as real time video streaming between vehicles have been studied
in [10].

Most of the aforementioned work is limited to one hop or short
range multihop communication. On the other hand, vehicular
ad hoc networks are also useful to other scenarios. For exam-
ple, without internet connection, a moving vehicle may wantto
query a data center ten miles away through a vehicular ad hoc
network. To further motivate our work, consider the widely de-

ployed Wireless LANs or infostations [9] [11] which can be used
to deliver advertisements and announcements such as sale infor-
mation or remaining stocks at a department store; the available
parking lot at a parking place; the meeting schedule at a confer-
ence room; the estimated bus arrival time at a bus stop. Sincethe
broadcast range is limited, only clients around the access point
can directly receive the data. However, these data may be benefi-
cial for people in moving vehicles which are far away, as people
driving may want to query several department stores to decide
where to go; a driver may query the traffic cameras or parking
lot information to make a better road plan; a passenger on a bus
may query several bus stops to choose the best next stop for bus
transfer. All these queries may be issued miles or tens of miles
away from the broadcast site. With a vehicular ad hoc network,
the requester can send the query to the broadcast site and getre-
ply from it. In these applications, the users can tolerate upto
seconds or minute of delay as long as the reply eventually re-
turns.

Although aforementioned services can be supported by the
wireless infrastructure (e.g., 3G), the cost of doing this is high
and may not be possible when such an infrastructure does not
exist or is damaged. From the service provider point of view,
setting up a wireless LAN is very cheap, but the cost of con-
necting it to the Internet or the wireless infrastructure ishigh.
From the user point of view, the cost of accessing data through
the wireless carrier is still high and most of the cellular phone
users are limited to voice service. Moreover, in case of disaster,
the wireless infrastructure may be damaged, whereas wireless
LANs and vehicular networks can be used to provide important
traffic, rescue and evacuation information to the users.

Although the cost of setting up vehicular networks is high,
many researchers and industry players believe that the benefit of
vehicular networks on traffic safety and many commercial appli-
cations [26], [28], [30] should be able to justify the cost. In the
near future, with such a vehicular network already in place,many
of the proposed data delivery applications can be supported.

Multi-hop data delivery through vehicular ad hoc networks is
complicated by the fact that vehicular networks are highly mo-
bile and sometimes sparse. The network density is related tothe
traffic density, which is affected by the location and time. For ex-
ample, the traffic density is low in rural areas and during night,
but very high in the large populated area and during rush hours.
Although it is very difficult to find an end-to-end connectionfor a
sparsely connected network, the high mobility of vehicularnet-
works introduces opportunities for mobile vehicles to connect
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with each other intermittently during moving. Namboodiriet al.
[20] showed that there is a high chance for moving vehicles to
set up a short path with few hops in a highway model. Further,
a moving vehicle can carry the packet and forward it to the next
vehicle. Through relays, carry and forward, the message canbe
delivered to the destination without an end-to-end connection for
delay-tolerant applications.

This paper studies the problem of efficient data delivery in ve-
hicular ad hoc networks. Specifically, when a vehicle issuesa
delay tolerant data query to some fixed site, how to efficiently
route the packet to that site, and receive the reply within reason-
able delay. The proposed vehicle-assisted data delivery (VADD)
is based on the idea of carry and forward [8]. Different from
existing carry and forwarding approaches [24], [8], [17], [31],
we make use of the predicable mobility, which is limited by the
traffic pattern and road layout. Extensive experiments are used
to evaluate the proposed data delivery protocols. Results show
that the proposed VADD protocols outperform existing solutions
in terms of packet delivery ratio, data packet delay and protocol
overhead.

The rest of this paper is organized as follows. Section II de-
scribes the related work on data delivery in sparsely connected
ad hoc networks. Section III describes how to model the data
delivery delay. The vehicle-assisted data delivery protocols will
be presented in Section IV. Section V evaluates the performance
of the proposed protocols. Section VI concludes the paper.

II. DATA DELIVERY IN SPARSELY CONNECTEDAD HOC

NETWORKS

Data delivery in ad-hoc network heavily relies on the rout-
ing protocol, which has been extensively studied for many years.
However, most protocols [13], [14], [21], [22] assume that inter-
mediate nodes can be found to setup an end-to-end connection;
otherwise, the packet will be dropped. To deal with disconnec-
tions in sparse ad hoc networks, researchers [8] adopt the idea of
carry and forward, where nodes carry the packet when routes do
not exist, and forward the packet to the new receiver that moves
into its vicinity. There exist two categories of data delivery pro-
tocols that differ mainly on how much control is posed on the
mobility in order to forward message from one node to another.
One option is to follow the traditional ad hoc network literature,
and add no control on mobility. The other option is to controlthe
mobility of the mobile nodes to help message forwarding.

There are several protocols [24], [8] belong to the first cate-
gory. The work by Vahdat and Becker [24] uses epidemic rout-
ing. Whenever two nodes meet, they exchange the data that they
do not possess. The extensive data exchanges ensure eventual
message delivery, given unbounded time and buffer, at the cost
of many redundant packets. Epidemic routing seems to be an
ideal solution to deal with partitioned network. However, to im-
plement it in vehicular ad hoc network appears to be much more
difficult than it seems, particularly in high density areas where
infostations are usually deployed. Synchronizing these nodes to
reduce collisions turns out to be a tough problem, and the ex-
cessively redundant data exchange easily leads to severe con-
gestion at these areas, affecting both packet delivery ratio and
delay. This limits its usefulness in large scale vehicular ad hoc

networks. Daviset al. [8] improved the epidemic routing proto-
col by exploiting the mobility history to assist packet dropping to
meet the buffer size constraint. However, they assume that nodes
frequently met in the past should meet in the future, but thisas-
sumption may not hold in vehicular ad hoc networks where most
vehicles meet only once even if they meet.

The protocols in the second category exploits controllablemo-
bility. Li and Rus [17] proposed to have mobile nodes proac-
tively modify their trajectories to transmit messages. Zhao et al.
[31] proposed to add message ferry into the network, and control
their moving trajectory to help data delivery. However, in vehic-
ular networks, it is impossible to modify the trajectories of the
moving vehicles or finding such ferries.

Briesemeister and Hommel [5] proposed a protocol to multi-
cast a message among highly mobile vehicles. In this protocol,
not all vehicles are equipped with wireless transceivers, and a ve-
hicle is allowed to buffer the message until a new receiver moves
into its vicinity. The idea of carry and forward has also beenused
in [7]. However, both papers [5], [7] did not give any protocol
on how and when to carry and forward.

In summary, existing data delivery schemes either pose too
much control or no control at all on mobility, and hence not suit-
able for vehicular networks. Different from the aforementioned
work, we make use of the predictable vehicle mobility which
is limited by the traffic pattern and road layout. For example,
the driving speed is regulated by the speed limit and the traffic
density of the road, the driving direction is predictable based on
the road pattern, and the acceleration is bounded by the engine
speed. Next, we propose protocols which exploit the vehiclemo-
bility pattern to better assist data delivery. In this paper, we will
not consider security issues and the motivation for vehicles to
relay, which can be addressed by many existing techniques [6],
[12], [19].

III. T HE VADD M ODEL

In this section, we first give the assumptions, the overview of
Vehicle-Assisted Data Delivery (VADD), and then present the
VADD delay model.

A. Assumptions

We assume vehicles communicate with each other through
short range wireless channel (100m-250m), and vehicles canfind
their neighbors through beacon messages. The packet delivery
information such as source id, source location, packet generate
time, destination location, expiration time, etc, is specified by
the data source and placed in the packet header. A vehicle knows
its location by triangulation or through GPS device, which is al-
ready popular in new cars and will be common in the future.

We assume that vehicles are equipped with pre-loaded digital
maps, which provide street-level map and traffic statisticssuch
as traffic density and vehicle speed on roads at different times of
the day. Such kind of digital map has already been commercial-
ized. The latest one is developed by MapMechanics [3], which
includes road speed data and an indication of the relative density
of vehicles on each road. Yahoo is also working on integrating
traffic statistics in its new product called SmartView [1], where
real traffic reports of major US cities are available. We expect
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that more detailed traffic statistics will be integrated into digital
map in the near future. Note that the cost of setting up such a ve-
hicular network can be justified by its application to many road
safety and commercial applications [26], [28], [30], whichare
not limited to the proposed delay tolerant data delivery applica-
tions.

B. VADD overview

VADD is based on the idea of carry and forward. The most
important issue is to select a forwarding path with the small-
est packet delivery delay. Although geographical forwarding ap-
proaches such as GPSR [14] which always chooses the next hop
closer to the destination, are very efficient for data delivery in ad
hoc networks, they may not be suitable for sparsely connected
vehicular networks.� �� � �� �� �

Fig. 1. Find a path to the coffee shop

As shown in Figure 1, suppose a driver approaches intersec-
tion Ia and he wants to send a request to the coffee shop (to re-
serve a sandwich) at the corner of intersectionIb. To forward the
request throughIa → Ic, Ic → Id, Id → Ib would be faster than
throughIa → Ib, even though the latter provides geographically
shortest possible path. The reason is that in case of disconnec-
tion, the packet has to be carried by the vehicle, whose moving
speed is significantly slower than the wireless communication.

In sparsely connected networks, vehicles should try to make
use of the wireless communication channel, and resort to vehi-
cles with faster speed otherwise. Thus, our VADD follows the
following basic principles:
1. Transmit through wireless channels as much as possible.
2. If the packet has to be carried through certain roads, the road
with higher speed should be chosen.
3. Due to the unpredictable nature of vehicular ad-hoc networks,
we cannot expect the packet to be successfully routed along the
pre-computed optimal path, so dynamic path selection should
continuously be executed throughout the packet forwardingpro-
cess.

Destination
     Mode

Move into destination area

StraightWay
     Mode

Intersection
     Mode

Move into intersection radius

Move outside intersection radius

Move into destination area

Fig. 2. The transition modes in VADD

As shown in Figure 2, VADD has three packet modes:Inter-
section, StraightWay, and Destinationbased on the location of
the packetcarrier (i.e., the vehicle that carries the packet.) By
switching between these packet modes, the packet carrier takes
the best packet forwarding path. Among the three modes, the
Intersection mode is the most critical and complicated one,since
vehicles have more choices at the intersection.

C. The VADD Delay Model

To formally define the packet delivery delay, we need the fol-
lowing notations.
• rij : the road fromIi to Ij .
• lij : the euclidean distance ofrij .
• ρij : the vehicle density onrij .
• vij : the average vehicle velocity onrij .
• dij : the expected packet forwarding delay fromIi to Ij .

dij =

{

α · lij , if 1
ρij

≤ R
lij

vij
− β · ρij , if 1

ρij
> R

(1)

whereR is the wireless transmission range. Equation 1 indicates
that if the average distance between vehicles is smaller than R,
wireless transmission is used to forward the packet. Otherwise,
vehicles are used to carry the data. Even in this case, it is still
possible to occasionally have wireless transmissions, andhence
β · ρ is used as a correction factor.

One way to view the VADD delay model is to represent the
vehicular network as a directed graph, in which nodes represent
intersections and edges represent the roads connecting adjacent
intersections. The direction of each edge is the traffic direction.
The packet forwarding delay between two adjacent intersections
is the weight of the edge. Given the weight on each edge, a
naive optimal forwarding path selection scheme is to compute
the shortest path from source to destination by applyingDijk-
stra’s algorithm. However, this simple solution does not work,
since we cannot freely select the outgoing edge to forward the
packet at an intersection. Only those edges with vehicles onit
to carry packets can be the candidate path for packet forwarding.
However we can not know for sure which direction the packet
will go at the next intersection. In other words, it is impossible
to compute the complete packet forwarding path.

InIm d�� �	
�	� �
��
���
 Ia

Ib

Ic
Fig. 3. An example of VADD Delay Model

To address this problem, we propose a stochastic model to
estimate the data delivery delay, which is used to select thenext
road (intersection). We first introduces the following notations:
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• Dij : The expected packet delivery delay fromIi to the des-
tination if the packet carrier atIi chooses to deliver the packet
following roadrij .
• Pij : the probability that the packet is forwarded through road
rij at Ii.
• N(j): the set of neighboring intersections ofIj .

As shown in Figure 3, for a packet atIm, the expected delay
of delivering the packet through roadrmn is:

Dmn = dmn +
∑

j∈N(n)

(Pnj × Dnj) (2)

Figure 4 illustrates how to apply Equation 2 to a simple tri-
angle road, which only contains three intersectionsIa, Ib, and
Ic. Suppose a data packet reachesIa, and the destination isIc.
The forwarding scheme needs to decide whether to forward the
packet through the road toIc or Ib. This is done by computing
the value ofDac andDab, and choosing the smaller one. By
applying Equation 2, we have the following linear equations:


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





























Dac = dac

Dab = dab + Pba · Dba + Pbc · Dbc

Dba = dba + Pab · Dab + Pac · Dac

Dbc = dbc

Dcb = 0

Dca = 0

(3)

d
ab

d
ca

d
ba

d
cb

Dac caD

abD

baD

Dcb

bc
d

Dbc

d
ac

Ia Ic

Ib

Fig. 4. One Road Graph

Note that bothdcb anddca are equal to0, since the packet al-
ready arrives at destinationc, and will not be forwarded anymore.
We can easily solve Equation 3 and getDac andDab:

Dac =dac

Dab =
1

1 − Pab · Pba

×

(dab + Pba · dba+

Pba · Pac · dac + Pbc · dbc)

Unfortunately, to find the minimum forwarding delay between
two arbitrary intersections is impossible, since it involves unlim-
ited unknown intersections. However, by placing a boundaryin-
cluding the source and the destination in a connected graph,we
are able to find the expected minimum forwarding delay between
them. Figure 5 shows one such boundary which includes the
sender and the destination (hot spot). Certainly there are many
other ways to place the boundary, as long as the destination has to

be enclosed. Since only the roads within the boundary are used
as available paths to compute the delay, a large boundary cover-
ing more high-density streets can generally find more close-to-
optimal paths, but with more computation cost. Thus, there is a
tradeoff between computation complexity and accuracy in delay
estimation when selecting the boundary. Since this is not the ma-
jor concern of this paper and it does not affect the correctness of
our algorithms, we will not further discuss it in this paper.

� � � � � �
� � ��� � �

Fig. 5. Add a boundary

Since the number of intersections inside the boundary is fi-
nite, we can derive Equation 2 for each outgoing edge of every
intersection within the boundary (similar to the method used to
derive Equation 3). In this way, an × n linear equation system
is generated.

To follow the general representation of linear equation sys-
tems, we rename the unknownDij as xij , rename the sub-
script ij of dij and xij with a unique number for each pair
ij, and rename the subscript ofPij by its position in the equa-
tions. Then, we can deriven linear equations withn unknowns
x1, x2, · · · , xn, wheren equals to the number of roads within
the boundary:

x1 =d1 + P11x1 + P12x2 + · · · + P1nxn

x2 =d2 + P21x1 + P22x2 + · · · + P2nxn

...

xn =dn + Pn1x1 + Pn2x2 + · · · + Pnnxn

It can be easily transformed to the following matrix.
(P11 − 1)x1 + P12x2 + · · · + P1nxn = −d1

P21x1 + (P22 − 1)x2 + · · · + P2nxn = −d2

...

Pn1x1 + Pn2x2 + · · · + (Pnn − 1)xn = −dn

which is equivalent to
P · X = −D (4)

whereP =











P11 − 1 P12 · · · P1n

P21 P22 − 1 · · · P2n

...
...

. . .
...

Pn1 Pn2 · · · Pnn − 1











X =











x1

x2

...
xn











and D =











d1

d2

...
dn










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The typical way to solve this equation is to use theGaus-
sian Eliminationalgorithm, which is known to be solved in time
Θ(n3).

By solving Equation 4, we getDij for the current intersection
Ii. The packet carrier can sortDij for each neighboring inter-
sectionIj , and forward the packet to the road with smaller delay.
As a result, among all the vehicles within communication range
(calledcontacts) available at the intersection, the packet will be
forwarded to the one on the road with the smallest delay. If no
contact is available or all available contacts are going through
roads with longer delay than the packet carrier’s next traveling
road, the packet carrier passes the intersection with the packet,
and looks for the next forwarding opportunity.

IV. V EHICLE-ASSISTEDDATA DELIVERY PROTOCOLS

In this section, we present the VADD protocols. We first
present protocols used in the Intersection mode and the contact
model. Then we present protocols on the Straightway and proto-
cols for data return.

A. VADD Protocols Used in the Intersection Mode

� ��
� �� !"#$%!&'( !�)* +, -

Fig. 6. Select the next vehicle to forward the packet

By deriving and solving Equation 4 at the intersection, the
packet carrier can sort all the outgoing directions and check if
there is a contact available to help forward through that direction.
However, to determine the next hop among all available contacts
and ensure a packet to go through the pre-computed direction
is not trivial. As shown in Figure 6, vehicleA has a packet to
forward to certain destination. Assume the optimal direction for
this packet is North. There are two available contacts for the
packet carrier:B moving south andC moving north.A has two
choices on selecting the next hop for the packet:B or C. Both
choices aim at forwarding the packet towards North: selectingB

becauseB is geographically closer towards North and provides
better possibility to exploit the wireless communication (e.g. B
can immediately pass the packet toD, but C cannot;) whereas
selectingC becauseC is moving in the packet forwarding direc-
tion. These two choices lead to two different forwarding proto-
cols: Location First Probe (L-VADD)andDirection First Probe
(D-VADD).

A.1 Location First Probe (L-VADD)
Given the preferred forwarding direction of a packet, L-VADD

tries to find the closest contact towards that direction as the next
hop. First, based on Equation 4,Dij can be obtained for each
outgoing roadrij at intersectionIi. As a result, each outgoing
road is assigned a priority where smallerDij has higher priority.

Next, the packet carrier checks the outgoing directions starting
from the highest priority. For a selected direction, the packet
carrier chooses the next intersection towards the selecteddirec-
tion as thetargetintersection, and apply geographical greedy for-
warding towards the target intersection to pass the packet.If the
current packet carrier cannot find any contact to the target inter-
section, it chooses the direction with the next lower priority and
re-starts the geographical greedy forwarding towards the new tar-
get intersection. This process continues until the selected direc-
tion has lower priority than the packet carrier’s current moving
direction. At this time, the packet carrier will continue carrying
the packet.

./ 01 23 45675689 : ;45675689 :<4 5675689 :=
Fig. 7. A scenario of routing loop

As shown in Figure 6, vehicleA forwards the packet toB.
Seems like this is better than selectingC as the next hop, sinceB
can immediately forward packet toD. Even ifD does not exist,
selectingB seems as good as selectingC, sinceB will meet C
shortly and the packet can be passed toC anyway. However,
L-VADD may result inrouting loops. Figure 7 shows one such
scenario. Assume the North direction has the highest priority and
East has the second highest priority.A first checks North and can
not find any contact. Then, it checks East, and findsB which is
closer towards East. Thus, it forwards the packet toB. Upon
receiving the packet,B checks the North direction first and finds
A is closer towards North, and then passing the packet back to
A. There is a loop betweenA andB.

A simple solution to break the routing loop is to record the pre-
vious hop(s) information. As in the above example,A records its
own id as theprevious hop before forwarding the packet toB.
WhenB receives the packet, and decides to forward the packet
to A, it checks the previous hop record and finds thatA is the
previous hop. To avoid a routing loop,B will not forward the
packet toA, and look for the next available contact.

A routing loop may involven(n > 2) nodes. To detect such
a routing loop, all these previousn hops should be recorded.
However, such loop detection mechanism dramatically degrade
the forwarding performance, since the detection mechanismmay
prevent many valid nodes from being considered as the next hop.
As shown in Figure 7, ifA is the packet carrier after a routing
loop has been detected, and there is no other contact available
exceptB. Suppose after bothA andB pass the center of the
intersection,A continues going East andB to North. The packet
should be forwarded toB sinceB will move towards the best di-
rection, and the path betweenA andB becomes loop-free. How-
ever, as the packet recordsB as the previous hop, forwarding
the packet toB is not allowed. Therefore, even though we can
record previous hop information to detect routing loops, many
valid forwarding paths cannot be used.



6

A.2 Direction First Probe (D-VADD) and Multi-Path Direction
First Probe (MD-VADD)

Routing loop occurs because vehicles do not have an unan-
imous agreement on the order of the priority, and then do not
have an agreement on who should carry the packet. To address
this issue, D-VADD ensures that everyone agrees on the priority
order by letting the vehicle moving towards the desired packet
forwarding direction carry the packet.

In D-VADD, the direction selection process is the same as L-
VADD. For a selected direction, instead of probing by location
(in L-VADD), D-VADD selects the contacts moving towards the
selected direction. Among the selected contacts, the one closest
to the selected direction is chosen as the next hop. As shown in
Figure 6, D-VADD selectsC as the next hop when the selected
direction is North. SinceB is not moving North, it will not be
considered. Therefore, D-VADD only probes vehicles moving
towards the direction whose priority is higher than or equalto
the moving direction of current packet carrier. As the probing
strictly follows the priority order of the direction, D-VADD has
the following property: Any subsequent packet carrier moves
towards the direction whose priority is higher than or equalto
that of the current packet carrier.

Theorem 1: D-VADD is free from routing loops at intersection
areas.

Proof: By contradiction, suppose a routing loop occurs
and nodeA andB are in the circle, which indicates that at least
one packet forwarded fromA passes throughB and returns to
A. Consider the first case thatA andB are moving in the same
direction, and the packet is forwarded fromA to B. It indicates
thatB is closer towards the destination direction thanA, while
packet passing back toA indicates the reverse. In the second
case, ifA andB move towards different direction, packet for-
warded fromA to B indicatesB is moving towards the direction
of higher priority thanA’s, while packet passing back toA shows
A’s direction has higher priority. Both cases lead to contradic-
tions. Therefore, there is no routing loop in D-VADD.

In D-VADD, if there are available contacts which can help
forward the packet, the packet may pass through the intersec-
tion quickly (in milliseconds). However, most likely, a vehicle
entering an intersection passes the packet to a contact moving
towards a sub-optimal direction before it meets the contactmov-
ing towards the optimal direction. It would be better if the packet
carrier can carry the packet a little bit longer and pass the packet
to the optimal direction. Certainly, this packet carrier should not
hold the packet longer than the packet delay of going throughthe
sub-optimal direction.

MD-VADD is inspired by this idea. In order to increase the
chance of finding contacts to the optimal direction, the packet
carrier does not delete the packet from its own buffer until it is
forwarded towards the direction of the highest priority. More
specifically, after a contact is selected as the next hop by D-
VADD, the packet carrier passes a copy of the packet to the se-
lected contact, and continues buffering the packet. In addition,
it marks the packet asSENT , and recorddsent as the mov-
ing direction of the contact to which the packet has just been
passed. Later, if the packet carrier meets another contact at the
same intersection moving towards the direction whose priority is

Notations:
In : the current intersection
p: the packet to forward
E[]: a list of all outgoing roads atIn, sorted by the order of priority to
forwardp

Nn : the number of outgoing roads atIn

Vnext : next hop vehicle forp
P(r): the priority of roadr to forward packetp
Inext(rnj): the neighbor intersectionIj (connected toIn by rnj )

Enter Intersection:
dsent ⇐ moving direction of the current packet carrier

Periodic Probing:
i = 0
while i < Nn and P (E[i]) ≥ P (dsent) do

S ⇐ all neighbors moving towards roadE[i]
Vnext ⇐ the closest node toInext(E[i]) in S

i + +
if Vnext is foundthen

break
end if

end while
if Vnext is foundthen

send a copy of the packetp to Vnext

if P (E[i]) is the highest priority atIn then
delete the packet from the buffer

else
mark the packet asSENT
dsent ⇐ E[i]
continue to hold packet

end if
else

continue to hold packet
end if
RepeatPeriodic Probing at the next probing interval

Leave Intersection:
purge all packets which have been markedSENT

Fig. 8. MD-VADD Protocol at IntersectionIn

higher thandsent, it sends another copy to the contact, and up-
datesdsent accordingly. Only whendsent reaches the direction
of the highest priority, the packet is deleted from the buffer. Im-
mediately after the vehicle exits the Intersection Mode, itchecks
all buffer entries, and removes all packets that have been marked
asSENT . Figure 8 illustrates the details of the MD-VADD pro-
tocol.

In MD-VADD, some packets may be forwarded through mul-
tiple paths and a vehicle may receive a packet which is already in
its buffer. In this case, the vehicle simply discards the duplicated
packet. MD-VADD is expected to have better packet delivery
ratio and lower packet delay than D-VADD. In the worst case, it
has the same performance as D-VADD, since at least one copy
of the packet will use the currently available contacts as inD-
VADD. However, MD-VADD may involve multiple paths and
create duplicate packets, which requires more buffer spaceand
generates more network traffic.

A.3 Hybrid Probe (H-VADD)
Comparing to other VADD protocols, L-VADD without loop

detection can minimize the packet forwarding distance and hence
the delay if there is no loop. However, the routing loop in L-
VADD severely affects the performance and leads to a low packet
delivery ratio. Loop detection mechanism can remove the rout-
ing loop, but may also increase the forwarding delay. D-VADD
and MD-VADD are free from routing loops; however, they give
priority to the moving direction and may suffer from long packet
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forwarding distance, and hence long packet delivery delay.
An ideal VADD protocol should minimize the geographic for-

warding distance and does not have routing loops. To achieve
this goal, we design a scheme called Hybrid Probe (H-VADD),
which works as follows. Upon entering an intersection, H-
VADD behaves like L-VADD. If a routing loop is detected, it im-
mediately switches to use D-VADD (or MD-VADD) until it exits
the current intersection. In this way, H-VADD inherits the ad-
vantage of using the shortest forwarding path in L-VADD when
there is no routing loop, and use D-VADD (or MD-VADD) to
address the routing loop problem of L-VADD.

B. CalculatingPij

In this section, we provide solutions to calculatePij used in
Section III. Specifically, we choose MD-VADD as the data de-
livery protocol, because of its simplicity in modeling the packet
forwarding process. Certainly, other protocols such as L-VADD
and D-VADD can be modeled to calculatePij in a similar way.
Our simulation results show that thePij value calculated under
MD-VADD model also serves well enough for the other VADD
protocols. The reason is that different VADD protocols follow
similar principle, and would suggest similar optimal packet for-
warding path.

We focus on the normal traffic layout, where each road has
one-way or two-way traffic and intersections are either signal-
ized or isolated [4]. Throughout this section we assume vehicle
arrivals at intersections follow Poisson distribution.

The expected time that a packet carrier stays in the Intersec-
tion Mode is referred to as thecontacting time. The contacting
time at a signalized intersectionIi, denoted asti, is only related
to the length of the signal interval atIi. In an isolated intersec-
tion, vehicles in all directions can smoothly go through without
being stopped. For a vehicle atIi, we assume the average vehi-
cle speed going through the intersection as the average vehicle
speed at the outgoing road. LetRint denote the radius of the in-
tersection area which is a circle area with the intersectionpoint
as the center. Formula 5 computes the contacting time of a packet
carrier which currently enters intersectionIi, and moves towards
neighbor intersectionIj .

Tij =

{

ti, Ii is signalized
2Rint

vij
, Ii is isolated

(5)

The packet carrier is able to forward the packet towards road
rij at Ii, only if it can meet at least one contact going towards
roadrij . Next, we calculate the probability of meeting at least
one contact towards roadrij .

CPij =P (N(Tij) ≥ 1)

=1 − P (N(Tij) = 0)

=1 − e−λijTij) (λijTij)
0

0!

=1 − e−λijTij

whereλij is the average rate of contactsleavingIi and moving
towards roadrij .

In MD-VADD, the packet carrier does not immediately re-
move the packet which has been passed to another carrier, andit
may send the packet to multiple contacts towards different direc-
tions. In this protocol, although duplicated packets may besent
at the intersection,Pij is only relevant to the packet expected to
experience the shortest delay, and it is the copy going through
the best possible direction at the intersection. If intersection Ii

only has two outgoing roadsria andrib and satisfiesDia < Dib

with contacting probabilityCPia for contacts towards roadria

andCPib for contacts towards roadrib respectively,Pia would
be equal toCPia, andPib would beCPib −CPia ·CPib. This is
due to the reason that the path with expected minimum delivery
delay will count the packet forwarded to roadria instead of the
packet to roadrib, if both contacts are available when the packet
carrier passes the intersectionIi. Therefore, to computePij atIi,
we need to first sortCPij for all j ∈ N(i) by the non-decreasing
order ofDij , the sorted list looks like:

CPij1 ,CPij2 , CPij3 , · · · , CPijn
; wheren = |N(i)|

The subscripts ofjis implicitly indicates a meaningful order:

Dij1 ≤ Dij2 ≤ Dij3 ≤ · · · ≤ Dijn
(6)

By using basic probability, we can calculate the probability of a
packet being forwarded to roadrij at Ii. This result is denoted
asP ′

ij .

P ′
ij1

= CPij1

P ′
ij2

= CPij2 − CPij1 · CPij2

P ′
ij3

= CPij3

− (CPij1 · CPij3 + CPij2 · CPij3 )

+ CPij1 · CPij2 · CPij3

...

Suppose the packet carrier will move to roadrijc
(either go

straight or make a turn) after passingIi, the packet will only be
forwarded to the road that has higher or equal priority. Thatis,
for a roadrijk

, if k > c, Pijk
equals to zero, since the carrier will

continue to buffer data instead of forwarding it towards lower
priority roads. Thus, under the condition that the packet carrier
goes to roadrijc

after leavingIi, the probability that roadrijp

will be chosen as the packet forwarding direction can be defined
as the following conditional probability:

Pijp|ijc
= Prob{packet forwarded torijp

| carrier goes torijc
}

and

Pijp|ijc
=











P ′
ijp

, ∀p < c

1 −
∑c−1

s=1 P ′
ijs

, p = c

0, ∀p > c

(7)

Let Qic denote the probability of a vehicle moving (going
straight or turning) from the current intersectionIi towards the
next adjacent intersectionIc. Pij can be calculated by the fol-
lowing:

Pij =
∑

c∈N(i)

Qic × Pijp|ijc
(8)
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C. Data Forwarding in the StraightWay Mode

Data forwarding in the StraightWay mode is much simpler
than the intersection scenario, since the traffic is at most bi-
direction. We can simply specify a target location and then apply
the geographically greedy forwarding. To specify the target lo-
cation, a simple scheme is to use the intersection ahead as the
target. A better solution needs to identify whether taking the
intersection ahead or the one behind as the target location.The
intersection behind may have shorter delay in case the packet car-
rier failed to meet any contact in the previous intersection, and
the chances to meet any one at the next intersection ahead is even
less. In this case, we use Equation 2 to compute the expected de-
lay of forwarding data to these two intersections, and pick the
one with the smallest expected delay as the target. There is one
minor modification when using Equation 2. Originally,dij is the
expected forwarding delay between two neighbor intersections.
Now it is the delay between the current location and the selected
intersection: the one ahead or the one behind.dij can still be
computed by applying Equation 1, using the distance between
the current location and the selected intersection.

If the identified target intersection is the intersection ahead,
the packet is forwarded to the target intersection by geographical
routing [14]. If there is no vehicle available to forward ahead,
the current packet carrier continues to carry the packet. Ifthe
identified target intersection is the intersection behind,the packet
carrier keeps holding the packet, and waits for a vehicle in the
opposite direction. Upon meeting one, it immediately forwards
the packet.

D. Protocols for Query Data Return

In the previous sections, we have discussed VADD for deliver-
ing packets from a moving vehicle to a fixed location (informa-
tion server), which provides information and answers the query.
Next, we discuss how to send the query data back to the moving
vehicle. This is different from the previous data delivery protocol
since the destination is moving. There are some previous work
on delivering data to mobile sinks in sensor networks [15][29].
However, these work implicitly assumes a short round trip time
since end-to-end connection normally exists in sensor network,
and the mobile sink can not move too far away from its source in
such a short time. However, the assumption may not hold in our
environment.

Our solution is based on the predictable vehicle mobility. It
is natural to assume the vehicle is moving with pre-specifiedtra-
jectory, at least unchanged for a short time period due to theroad
layout. If GPS is used, the GPS system already knows the desti-
nation of the vehicle and can figure out the trajectory of the ve-
hicle. These moving trajectory can be added to the query packet.
After the information server receives the query, it attaches the
moving trajectory with the query reply. Intermediate vehicles
that delivering the query reply needs to calculate the destination
position, and deliver the query reply to that position. To save
computation overhead, the information server can calculate the
expected position of the requester based on the moving trajec-
tory. During the calculation, the information server can use the
query delivering time to estimate the query reply delivering time.
As this is only an estimate, and the requester may have changed

its position, a broadcast can be used. To reduce the broadcast
overhead, an expanding ring based approach where the number
of flooding hops slowly increases from 1 to a threshold. Since
the focus of this paper is on delivering the data to the informa-
tion center, we will leave protocols for data return as our future
work.

V. PERFORMANCEEVALUATIONS

In this section, we evaluate the performance of the four VADD
protocols L-VADD, D-VADD, MD-VADD and H-VADD. Since
L-VADD may have routing loops, we evaluate two versions of
them: L-VADD (with loop) and L-VADD (loop-free), where L-
VADD (loop-free) records previous three hops information to
avoid intersection routing loops. H-VADD is a hybrid of L-
VADD and D-VADD. Though we apply D-VADD in H-VADD
for simplicity, it does not exclude the possibility of usingMD-
VADD in H-VADD. We compare the performance of the VADD
protocols to several existing protocols: DSR protocol [13], the
epidemic routing protocol [24] and GPSR [14]. Since GPSR is
not proposed for sparsely connected networks, its performance
is very poor in vehicular ad hoc networks. To have a fair com-
parison, we extend GPSR by adding buffers. In this way, GPSR
(with buffer) can be considered as a simple carry and forward
protocol. For all protocols, if we consider limited buffer size,
simple FIFO replacement is used to manage the buffer space.

TABLE I

SIMULATION SETUP

Parameter Value
Simulation area 4000m× 3200m

# of intersections 24
Number of vehicles 150, 210
# of packet senders 15
Communication range 200m
Vehicle velocity 15 - 80 miles per hour
Buffer size (in packet) 10, 20, 50, 100, 200, 500, unlimited
CBR rate 0.1 - 1 packet per second
Data packet size 10 B - 4 KB
Vehicle beacon interval 0.5 sec

The experiment is based on a4000m×3200m rectangle street
area, which presents a grid layout. The street layout is derived
and normalized from a snapshot of a real street map in Topologi-
cally Integrated Geographic Encoding and Referencing (TIGER)
database [2] from U.S. Census Bureau. These map data are trans-
formed into the data format that can be used by ns2, based on
techniques presented in [23].

Different number of vehicles are deployed to the map, and the
initial distribution follows the predefined traffic density. Then,
each vehicle randomly chooses one of the intersection as itsdes-
tination, and move along the road to this destination. The aver-
age speed ranges from 15 to 80 miles per hour, depending on the
speed limit of the specific road it travels on, with a varianceof 5
miles per hour. Figure 9 shows a snapshot of the simulation area.

Certain roads are chosen to go through with higher probabil-
ity to produce uneven traffic density. Among all vehicles, 15of
them are randomly chosen to send CBR data packet to fixed sites
during the move. To evaluate the performance on different data
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Fig. 10. Data delivery ratio as a function of data sending rate

Fig. 9. A snapshot of the simulation setup area

transmission density, we vary the data sending rate (CBR rate)
from 0.1 to 1 packet per second. All experiment parameters are
shown in Table I. For a packet to reach a certain destination,the
priority ranking of the outgoing roads at the intersectionsare pre-
computed and loaded to the vehicle as the simulation starts.The
performance of the protocols are measured by the data delivery
ratio, the data delivery delay, and the generated traffic overhead.

A. The Data Delivery Ratio

In this section, we compare the performance of VADD pro-
tocols with epidemic routing, GPSR (with buffer), and DSR in
terms of data delivery ratio, and examine how it is affected by
data transmission density and vehicle density.

Figure 10 shows the data delivery ratio as a function of the data
sending rate with unlimited buffer size, and compare the perfor-
mance under different vehicle density settings. As shown inthe
figure, DSR has the lowest data delivery ratio and is not suit-
able for sparsely connected vehicular networks. Although GPSR
(with buffer) is implemented in a carry and forward way, it isnot
a good choice since the geographical approach sometimes leads
to void areas with few vehicles passing by, and it cannot make
use of the traffic patterns. Therefore, its delivery ratio ispoor
when vehicle density is low, as shown in Figure 10(a). How-

ever, when vehicle density is high (in Figure 10(b)), where the
connectivity is much better than the previous scenario, GPSR
achieves very good delivery ratio, since the node mobility will
help carry and forward the packets which temporarily reach the
void zone. Intuitively, epidemic routing explores every possible
path to the destination, and should represent the upper bound of
the data delivery ratio. This is true when the data sending rate is
low (e.g., when the data rate is 0.1 packet per second), and the
node density is low. However, as the data sending rate increases,
epidemic routing underperforms most of VADD protocols. This
is due to MAC layer collisions. As the number of data requests
increases, the network traffic dramatically increases in epidemic
routing (see Figure 13), thus increasing the number of collisions
and reducing the packet delivery ratio. At more densely deployed
network as Figure 10(b), the delivery ratio of epidemic protocol
drops even faster. While epidemic routing is very sensitiveto
the data rate and nodes density, VADD protocols, particularly
H-VADD, steadily hold the close-to-optimum delivery ratioat
different settings.
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Figure 10 also compares several VADD protocols. Among
them, H-VADD has the benefits of both L-VADD and D-VADD,
presenting the best delivery ratio. MD-VADD shows slightlybet-
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Fig. 12. Data delivery delay as a function of data sending rate

ter delivery ratio than D-VADD and loop-free L-VADD at lower
vehicle density, and approximately the same ratio at high vehi-
cle density. As discussed in the previous section, loop detection
prevents some packets from being sent to loop vulnerable neigh-
bors, which reduces the chance of using some valid good paths.
However, with a high vehicle density, intersection routingloops
do not occur frequently, and L-VADD (loop-free) does not need
to exclude too many innocent nodes to recover from the loop,
and its delivery ratio becomes higher.

L-VADD (with loop) has the lowest data delivery ratio among
the VADD protocols, and performs especially poor when the
node density is low, since routing loops frequently happen and
lead to packet drops. Figure 11 compares the percentage of data
packet dropped due to TTL or MAC layer collision at 150-node
setting. It also verifies the effectiveness of the routing loop de-
tection mechanism used by loop-free L-VADD.

B. The Data Delivery Delay
In this section we compare the data delivery delay from mov-

ing vehicles to fixed sites using carry and forward schemes.
Here, we do not consider DSR since its data delivery ratio is
too low. Similarly, we do not consider the L-VADD protocol due
to its low delivery ratio compared to MD-VADD and D-VADD.
Note that a low delivery ratio may reduce the average data de-
livery delay since most undelivered packets may result in long
delay. This is especially true in the DSR protocol, which only
forwards packets through wireless communication whereas other
carry and forward protocols may also rely on the vehicle move-
ment.

Figure 12 shows the change of data delivery delay by increas-
ing the data sending rate. Epidemic routing presents optimum
delivery delay only when the data rate is very low. As the data
sending rate increases, the delay of epidemic routing also in-
creases, since epidemic routing generates many redundant pack-
ets. As the traffic load increases, many packets may be dropped.
Even though the redundant copies can help the packet be even-
tually delivered, the delay increases. GPSR has relativelylow
data delivery delay at low node density (Figure 12(a)), but it is
not meaningful simply because of its low delivery ratio. A valid
comparison is when GPSR, epidemic routing and VADDs have
similar delivery ratio, e.g., at data rate below 0.4 in Figure 12(b).

In this case, GPSR shows much longer delivery delay since it
does not consider the vehicle traffic pattern when making deci-
sions.

H-VADD presents similar delivery delay as MD-VADD when
the vehicle density is low, since it relies more on D-VADD for
loop recovery because of more routing loops. When the vehicle
density is high, the delay of H-VADD is lower than MD-VADD,
but close to that of L-VADD. This shows that it behaves more
like L-VADD, but has better packet delivery ratio than loop free
L-VADD. These results verify that H-VADD effectively captures
the advantages of both L-VADD and D-VADD.

The delivery delay is affected by the delivery ratio, and some
extreme long-delay packets may greatly increase the mean value.
To better study the delivery delay, we examine the “The lowest
75% delivery delay”, which is the average delay of the lowest
75% packets. As shown in Figure 12(c), the delay of H-VADD
is only half of the D-VADD (or MD-VADD). It is similar to L-
VADD since it behaves more like L-VADD when the node den-
sity is high. MD-VADD shows slightly lower delivery delay than
D-VADD since MD-VADD issues multiple copies to increase the
chance of forwarding the packet through the best road.
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C. Data Traffic Overhead
In this section, we evaluate the overhead of the carry and for-

ward protocols by using the number of packets generated per
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second, which is a summation of individual packet-hops. For
example, if a generated packet is forwarded 10 hops, the packet
overhead is counted as 10 packet-hops. All results shown in this
section are based on the 210-node deployment scenario. Figure
13 shows the generated packet overhead as a function of the data
sending rate with unlimited buffer. As the sending rate increases,
the number of packets generated by all protocols also increases.
However, the increasing trend is different. The overhead ofepi-
demic routing increases much faster than other protocols due to
the redundant packets generated.

For the VADD protocols, L-VADD (with loop) has the high-
est overhead due to loops whereas all the other VADD protocols
have about the same low overhead. Compared to D-VADD, MD-
VADD generates a little bit more traffic since it sometimes probe
multiple paths to find the best road.

D. The Impact of Data Packet Size
Figure 14 illustrates the impact of data packet size on the per-

formance of GPSR, epidemic routing protocol, and H-VADD.
Larger packet size consumes more bandwidth and generates
more contention for the limited wireless channel. As shown in
Figure 14(a), the total injected data traffic using epidemicpro-
tocol increases much faster than GPSR and H-VADD. We inten-
tionally choose the setting at a very low data sending rate (0.1
per second), where the delay of epidemic routing is close to H-
VADD, and the delivery ratio is slightly better than H-VADD at
the starting size (10 Bytes) due to the help of large amount ofre-
dundant packets. The delivery ratio of the epidemic routingpro-
tocol drops much faster than H-VADD as the data size increases
(see Figure 14(b)). As shown in Figure 14(c), the delivery de-
lay of the epidemic protocol increases dramatically as the packet
size increases due to the congestion caused by the huge traffic
load. The delay of GPSR slightly decreases as the packet size
increases since some long delay packets are dropped. From the
figure, we can also see that H-VADD has the lowest data delivery
delay for different data sizes.

E. The Impact of Buffer Size
While all the previous results implicitly assumes unlimited

buffer size for each node, Figure 15 and Figure 16 illustratehow
these protocols react to the limited buffer size in terms of deliv-
ery ratio and delay. To make fair comparison, we choose the 210

nodes deployment scenario with data sending rate of 0.25 (see
Figure 10(b)), where GPSR, epidemic routing and VADDs all
have similar delivery ratio (around 90%).
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Generally speaking, as the buffer size increases, the data de-
livery ratio increases. This is due to the reason that increasing the
buffer space increases the chance for the packet carrier to find a
vehicle to relay the data. On the other hand, with limited buffer
size, new data packets may replace the old undelivered pack-
ets, resulting in packet drops and low delivery ratio. As shown
in both Figure 15 and 16, epidemic routing is more sensitive to
the buffer size compared to other protocols because it generates
many redundant packets which need much more buffer space.
Epidemic routing has the lowest delivery ratio when the buffer
size is small. As the buffer space increases, its delivery ratio in-
creases much faster than other protocols. However, its delivery
delay suffers as the buffer size increases. The reason is that larger
buffer size leads to more data packet exchange between peers, so
the chance of congestion also increases. In this case, even though
the packet can reach the destination due to the redundant copies,
the packet going through the shortest path is often dropped.Fig-
ure 16 shows that the delivery delay of epidemic routing also
increases much faster as the buffer size increases.

Among all VADDs, MD-VADD is more sensitive to the buffer
size than others because it needs to generate redundant copies;



12

 0

 5

 10

 15

 20

 25

 30

 35

 40

 45

 10  100

D
el

ay
 (

se
co

nd
s)

Buffer size

L-VADD (Loop free)
D-VADD

MD-VADD
H-VADD

Epidemic
GPSR (with buffer)

Fig. 16. Data delivery delay at different buffer sizes

its delivery ratio and delay can reach the steady state at a much
smaller buffer size than the epidemic routing protocol. H-VADD
only needs very small amount of buffer to reach the optimum
delay and delivery ratio. Also, it outperforms epidemic routing
protocol in both delay and packet delivery ratio most of time. As
expected, GPSR still has the longest delay.

VI. CONCLUSIONS

Many researchers and industry players believe that the bene-
fit of vehicular networks on traffic safety and many commercial
applications [26], [28], [30] should be able to justify the cost.
With such a vehicular network, many data delivery applications
can be supported without extra hardware cost. However, existing
protocols are not suitable for supporting delay tolerate applica-
tions in sparsely connected vehicular networks. To addressthis
problem, we adopted the idea of carry and forward, where a mov-
ing vehicle carries the packet until a new vehicle moves intoits
vicinity and forwards the packet. Different from existing carry
and forward solutions, we make use of the predicable vehicle
mobility, which is limited by the traffic pattern and road layout.
We proposed several vehicle-assisted data delivery (VADD)pro-
tocols: L-VADD, D-VADD, MD-VADD and H-VADD based on
the techniques used for road selection at the intersection.Exper-
imental results showed that the proposed VADD protocols out-
perform existing solutions in terms of packet delivery ratio, data
packet delay and traffic overhead. Among the proposed VADD
protocols, the H-VADD protocol has much better performance.

As future work, we will consider using vehicles from nearby
road, although this will be more complex. We will also address
issues on designing protocols for query data return.
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