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Abstract—Multi-hop data delivery through vehicular ad hoc networks is ~ ployed Wireless LANs or infostations [9] [11] which can beds
complicated by the fact that vehicular networks are highly nobile and fre- g deliver advertisements and announcements such as &ale in
quently disconnected. To address this issue, we adopt theeid of carry and . . . .
forward, where a moving vehicle carries the packet until a nev vehicle moves mat'?” or remalnlng. stocks at a department store; the dlaila
into its vicinity and forwards the packet. Different from existing carry and ~ parking lot at a parking place; the meeting schedule at asconf
forward solutions, we make use of the predicable vehicle mality, whichis  ence room; the estimated bus arrival time at a bus stop. 8iece
limited by the_trafflc pa_ttern and road layout. Based on the ejsting traffic broadcast range is limited, only clients around the accesd p
pattern, a vehicle can find the next road to forward the packeto reduce the . . .
delay. We propose several vehicle-assisted data delivelyXDD) protocols to ~ can directly receive the data. However, these data may hefiben
forward the packet to the best road with the lowest data deliery delay. Ex-  cial for people in moving vehicles which are far away, as peop
perimental results are used to evaluate the proposed solatins. Results show driving may want to query several department stores to éecid
that the proposed VADD protocols outperform existing solutons in terms of h ¢ - adri the traffi Ki
packet delivery ratio, data packet delay and protocol overlead. Among the Wi gre 0 gc_), a driver may query the trailic cameras or parking
proposed VADD protocols, the H-VADD protocol has much bette perfor- [0t information to make a better road plan; a passenger orsa bu
mance. may query several bus stops to choose the best next stopgor bu

transfer. All these queries may be issued miles or tens afamil
|. INTRODUCTION away from the broadcast site. With a vehicular ad hoc network

requester can send the query to the broadcast site aret get

. . t
) Vehécul?r ad hé)c networks havg ?eenllenv_lsmnzcé to be uselﬁﬁ from it. In these applications, the users can tolerateaup
In road safety an many commercial app ications [26], [PH)]. seconds or minute of delay as long as the reply eventually re-
For example, a vehicular network can be used to alert drtwaerstums

potential traffic jams, providing increased convenience af

ficiency. It can also be used to propagate emergency warningo‘llthougr:c aforementioned serchs can b? dsqppogi?_ l;y the
to drivers behind a vehicle (or incident) to avoid multi-caili- WITEIESS In rastructure_ (e.g., 3G), the cos_t of doing t8i5ig

sions. To realize this vision, FCC has allocated 75 MHz otspean_d may not be possible when SUCh_ an '“fr?‘S”“CtWe doe_s not
trum for dedicated short range communications (vehickiele €XISt OF is damaged. From the service provider point of view,
or vehicle-roadside), and IEEE is working on standard sf'pecisem_ng up a wireless LAN is very cheapz but the COSt__Of con-
cations for intervehicle communication. As more and more vBECtNg it to the Internet or the wireless infrastructurigh.
hicles are equipped with communication capabilities thiata From the user point of view, the cost of accessing data ttiroug

for intervehicle communication, large scale vehicular ad het- the Wirelegs parrier is _Sti" high and most of t_he ceIIuIaopb
works are expected to be available in the near future users are limited to voice service. Moreover, in case ofstiésa

Quite a few researches have been done on intervehicle ¢ H? wireless mfrastructure may be damaged, wh(_area_ls wirele
munication. Medium access control (MAC) issues have be N.S and vehicular networks can be gsed to provide important
addressed in [25], [18], [28], where slot-reservation MA®-p traffic, rescue and evacuation information to the users.
tocols [25], [18] and Congestion control po"cies for enwrgy A|thOUgh the cost of Setting up vehicular networks is hlgh,
warning [28] are studied. Transportation safety issues haen many researchers and industry players believe that thdibehe
addressed in [26], [30], where vehicles communicate wittheavehicular networks on traffic safety and many commercialiapp
other and with the static network nodes such as traffic lights ~ cations [26], [28], [30] should be able to justify the cost.the
shelters, and traffic cameras. Data dissemination pratg6], near future, with such a vehicular network already in platany
[27] have been proposed to disseminate information abaft trof the proposed data delivery applications can be supported
fic, obstacles, and hazard on the roads. Other applicatiais s Multi-hop data delivery through vehicular ad hoc networks i
as real time video streaming between vehicles have beerdtud¢omplicated by the fact that vehicular networks are highty m
in [10]. bile and sometimes sparse. The network density is relatégbto

Most of the aforementioned work is limited to one hop or shontaffic density, which is affected by the location and timer &x-
range multihop communication. On the other hand, vehiculample, the traffic density is low in rural areas and duringhhig
ad hoc networks are also useful to other scenarios. For exadmt very high in the large populated area and during rushshour
ple, without internet connection, a moving vehicle may want Althoughitis very difficult to find an end-to-end connectiona
query a data center ten miles away through a vehicular ad sparsely connected network, the high mobility of vehiculet-
network. To further motivate our work, consider the wide& d works introduces opportunities for mobile vehicles to cectn



with each other intermittently during moving. Nambooditial. networks. Davist al. [8] improved the epidemic routing proto-
[20] showed that there is a high chance for moving vehicles ¢ol by exploiting the mobility history to assist packet dpapg to

set up a short path with few hops in a highway model. Furthenget the buffer size constraint. However, they assume tads

a moving vehicle can carry the packet and forward it to tha ndxequently met in the past should meet in the future, butakis
vehicle. Through relays, carry and forward, the messagdeansumption may not hold in vehicular ad hoc networks where most
delivered to the destination without an end-to-end conoeéor vehicles meet only once even if they meet.

delay-tolerant applications. The protocols in the second category exploits controllaide

This paper studies the problem of efficient data deliveryein vbility. Li and Rus [17] proposed to have mobile nodes proac-
hicular ad hoc networks. Specifically, when a vehicle issaiegively modify their trajectories to transmit messages. @égal.
delay tolerant data query to some fixed site, how to effigentl31] proposed to add message ferry into the network, andabont
route the packet to that site, and receive the reply withisoa- their moving trajectory to help data delivery. However, &hic-
able delay. The proposed vehicle-assisted data delivekpD) ular networks, it is impossible to modify the trajectoridstue
is based on the idea of carry and forward [8]. Different frormoving vehicles or finding such ferries.
existing carry and forwarding approaches [24], [8], [1A1], Briesemeister and Hommel [5] proposed a protocol to multi-
we make use of the predicable mobility, which is limited bg thcast a message among highly mobile vehicles. In this prgtoco
traffic pattern and road layout. Extensive experiments aeglu not all vehicles are equipped with wireless transceiverd save-
to evaluate the proposed data delivery protocols. Resudte s hicle is allowed to buffer the message until a new receiverano
that the proposed VADD protocols outperform existing sols  into its vicinity. The idea of carry and forward has also based
in terms of packet delivery ratio, data packet delay andqualt in [7]. However, both papers [5], [7] did not give any protbco
overhead. on how and when to carry and forward.

The rest of this paper is organized as follows. Section Il de-In summary, existing data delivery schemes either pose too
scribes the related work on data delivery in sparsely cadecmuch control or no control at all on mobility, and hence nat-su
ad hoc networks. Section Il describes how to model the dathle for vehicular networks. Different from the aforementd
delivery delay. The vehicle-assisted data delivery prof®will work, we make use of the predictable vehicle mobility which
be presented in Section IV. Section V evaluates the perfocmalis limited by the traffic pattern and road layout. For example
of the proposed protocols. Section VI concludes the paper. the driving speed is regulated by the speed limit and théidraf

density of the road, the driving direction is predictabledxhon

1. DATA DELIVERY IN SPARSELY CONNECTEDAD HoOC the road pattern, and the acceleration is bounded by th@engi

NETWORKS speed. Next, we propose protocols which exploit the velide

Data delivery in ad-hoc network heavily relies on the roupi"ty patt_ern o bett_er "?‘SSiSt data delivery.lln t.his paFW"Y"'

not consider security issues and the motivation for vekitte

ing protocol, which has been extensively studied for mararye . - :
However, most protocols [13], [14], [21], [22] assume thmér- rilza}y,[]\-/g]nch can be addressed by many existing techniqges [6

mediate nodes can be found to setup an end-to-end connection
qther\_/vise, the packet will be dropped. To deal with discco:F_me lIl. THE VADD M ODEL
tions in sparse ad hoc networks, researchers [8] adopt ¢faeoitl . ) . . ) )
carry and forward where nodes carry the packet when routes do !N this section, we first give the assumptions, the overview o
not exist, and forward the packet to the new receiver thatemowehicle-Assisted Data Delivery (VADD), and then preserg th
into its vicinity. There exist two categories of data detivpro- VADD delay model.
tocols that differ mainly on how much control is posed on the .
mobility in order to forward message from one node to anothér Assumptions
One option is to follow the traditional ad hoc network litena, We assume vehicles communicate with each other through
and add no control on mobility. The other option is to continel  short range wireless channel (100m-250m), and vehiclefrmn
mobility of the mobile nodes to help message forwarding. their neighbors through beacon messages. The packetgelive
There are several protocols [24], [8] belong to the first cataformation such as source id, source location, packetrgéme
gory. The work by Vahdat and Becker [24] uses epidemic routme, destination location, expiration time, etc, is sfiedi by
ing. Whenever two nodes meet, they exchange the data that ttiee data source and placed in the packet header. A vehicleskno
do not possess. The extensive data exchanges ensure éveittiacation by triangulation or through GPS device, whislal
message delivery, given unbounded time and buffer, at the ceeady popular in new cars and will be common in the future.
of many redundant packets. Epidemic routing seems to be atWe assume that vehicles are equipped with pre-loaded Higita
ideal solution to deal with partitioned network. Howeverjrh- maps, which provide street-level map and traffic statistiosh
plement it in vehicular ad hoc network appears to be much mae traffic density and vehicle speed on roads at differerdiod
difficult than it seems, particularly in high density areasene the day. Such kind of digital map has already been commercial
infostations are usually deployed. Synchronizing thesieado ized. The latest one is developed by MapMechanics [3], which
reduce collisions turns out to be a tough problem, and the éxeludes road speed data and an indication of the relatinsitje
cessively redundant data exchange easily leads to sevare of vehicles on each road. Yahoo is also working on integgatin
gestion at these areas, affecting both packet deliverg eaid traffic statistics in its new product called SmartView [1heve
delay. This limits its usefulness in large scale vehicuthhac real traffic reports of major US cities are available. We &tpe



that more detailed traffic statistics will be integrateainigital As shown in Figure 2, VADD has three packet modeser-
map in the near future. Note that the cost of setting up su@h a gection, StraightWay, and Destinatitbased on the location of
hicular network can be justified by its application to mangdo the packetarrier (i.e., the vehicle that carries the packet.) By
safety and commercial applications [26], [28], [30], whiate switching between these packet modes, the packet carkies ta
not limited to the proposed delay tolerant data deliveryliapp the best packet forwarding path. Among the three modes, the
tions. Intersection mode is the most critical and complicated simee
_ vehicles have more choices at the intersection.

B. VADD overview

VADD is based on the idea of carry and forward. The mogi' The VADD Delay Model
important issue is to select a forwarding path with the small To formally define the packet delivery delay, we need the fol-
est packet delivery delay. Although geographical forwagdip- lowing notations.
proaches such as GPSR [14] which always chooses the next hop;: the road fromy; to I;.
closer to the destination, are very efficient for data dejime ad « l;;: the euclidean distance of;.
hoc networks, they may not be suitable for sparsely condecte p;;: the vehicle density on;;.
vehicular networks. « v;;: the average vehicle velocity of;.

:@ ; : B EL « d;;: the expected packet forwarding delay frdpto I;.
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e A Rt =L I A that if the average distance between vehicles is smaller Bha

Fig. 1. Find a path to the coffee shop

wireless transmission is used to forward the packet. Otiserw
vehicles are used to carry the data. Even in this case, itllis st
possible to occasionally have wireless transmissionshande

0 - pis used as a correction factor.

As shown in Figure 1, suppose a driver approaches intersecope way to view the VADD delay model is to represent the
tion I, and he wants to send a request to the coffee shop (to ignjcular network as a directed graph, in which nodes reptes
serve a sandwich) at the corner of intersecfigrilo forward the jhtersections and edges represent the roads connectiageadj
request througl, — Ic, I — s, Is — I would be faster than intersections. The direction of each edge is the trafficative.
throughl, — I, even though the latter provides geographicallyp,o packet forwarding delay between two adjacent inteiwest
s_hortest possible path. The reason is that in_ case of die(:enr_;S the weight of the edge. Given the weight on each edge, a
tion, the packet has to be carried by the vehicle, whose moviRaive optimal forwarding path selection scheme is to comput
speed is significantly slower than the wireless commurdcati e shortest path from source to destination by applyDijg-

In sparsely connected networks, vehicles should try to makga's algorithm. However, this simple solution does not work,
use of.the wireless Commumc_atlon channel, and resort té veljnce we cannot freely select the outgoing edge to forwaed th
cles with faster speed otherwise. Thus, our VADD follows thgacket at an intersection. Only those edges with vehicleis on
following basic principles: to carry packets can be the candidate path for packet fomgrd
1. Transmit through wireless channels as much as possible. However we can not know for sure which direction the packet
2. If the packet has to be carried through certain roadsahe r il go at the next intersection. In other words, it is impioés

with higher speed should be chosen. to compute the complete packet forwarding path.
3. Due to the unpredictable nature of vehicular ad-hoc nksyo

R |
we cannot expect the packet to be successfully routed alang t |
pre-computed optimal path, so dynamic path selection shoul a
continuously be executed throughout the packet forwargiog
cess. T %c L
Move outside intersection radius
I Dmn Dnm I Dnh I
Intersection StraightWay ‘ l " ‘% d — i 1; ‘ Hﬁ
Mode Mode mn 8

Move into intersection radius

C
Move into destination aree

Move into destination area

Fig. 3. An example of VADD Delay Model

Destination
To address this problem, we propose a stochastic model to
estimate the data delivery delay, which is used to seleatée

Fig. 2. The transition modes in VADD road (intersection). We first introduces the following rimtas:



» D;;: The expected packet delivery delay frainto the des- be enclosed. Since only the roads within the boundary aré use
tination if the packet carrier al; chooses to deliver the packetas available paths to compute the delay, a large boundagr-cov

following roadr;;. ing more high-density streets can generally find more ctose-
» P;;: the probability that the packet is forwarded through roasptimal paths, but with more computation cost. Thus, thei i
ri; atl;. tradeoff between computation complexity and accuracy iayde
o N(j): the set of neighboring intersectionsHf estimation when selecting the boundary. Since this is reotrth-
As shown in Figure 3, for a packet &t,, the expected delay jor concern of this paper and it does not affect the corresstioé
of delivering the packet through roag,,, is: our algorithms, we will not further discuss it in this paper.
JEN(n)

Figure 4 illustrates how to apply Equation 2 to a simple tri-
angle road, which only contains three intersectiéns/,, and
I.. Suppose a data packet reacligsand the destination i..
The forwarding scheme needs to decide whether to forward the
packet through the road t& or I,. This is done by computing
the value ofD,. and D,;, and choosing the smaller one. By
applying Equation 2, we have the following linear equations

Dy = dge Fig. 5. Add a boundary
Dyp = dap + Pog - Dpa + Poe - Dipe Since the number of intersections inside the boundary is fi-
Dpa = dpa + Pap - Dap + Pac - Dae nite, we can derive Equation 2 for each outgoing edge of every
Dy, = dy (3) intersection within the boundary (similar to the methodduse
I ¢ 0 ¢ derive Equation 3). In this way, @ x n linear equation system

cb =

is generated.
Deo =0 To follow the general representation of linear equation sys
tems, we rename the unknown;; as z;;, rename the sub-
script iy of d;; and z;; with a uniqgue number for each pair
ij, and rename the subscript 8f; by its position in the equa-
tions. Then, we can derive linear equations witlhh unknowns
x1,x9, - ,Zn, Wheren equals to the number of roads within
the boundary:

x1 =dy + Priz1 + Prawa + - + Pipzy,

g =d + Po171 + Pogwo + -+ - + Popy

I
ap d D c

ac ac ca Tn :dn+Pn1xl+Pn2I2++PnnIn
Fig. 4. One Road Graph It can be easily transformed to the following matrix.

Note that bothi.;, andd., are equal td), since the packet al- (P11 — )21 + Praza 4 P, — —d,
ready arrives at destinatienand will not be forwarded anymore. P (P 1) —- _ g
We can easily solve Equation 3 and d&f. andD,;: 2101 22— 4)%2 2nTn -2

Dac :dac .
Dab: 1 X Pnlxl +Pn2x2 ++(Pnn _1)xn = _dn
1- Pab : Pba

p .4 which is equivalent to
(ab+ ba * Abat P.X=-D (4)

Pba'Pac'dac+Pbc'dbc)

Pyp—-1 P E Py,

Unfortunately, to find the minimum forwarding delay between h Py Py —1 - Py,
two arbitrary intersections is impossible, since it imegwnlim- whereP = : : . :
ited unknown intersections. However, by placing a boundary ' ' '

. . . h Pnl Pn2 e Pnn -1
cluding the source and the destination in a connected greph, . d
are able to find the expected minimum forwarding delay betwee xl dl

2 2

them. Figure 5 shows one such boundary which includes the  x _ and D=
sender and the destination (hot spot). Certainly there amgym : :
other ways to place the boundary, as long as the destina®ioh Tn dn



The typical way to solve this equation is to use Baus- Next, the packet carrier checks the outgoing directiongista
sian Eliminationalgorithm, which is known to be solved in timefrom the highest priority. For a selected direction, thekgdc
e(n?). carrier chooses the next intersection towards the selelited-

By solving Equation 4, we gdb,; for the current intersection tion as theargetintersection, and apply geographical greedy for-
I;. The packet carrier can saR;; for each neighboring inter- warding towards the target intersection to pass the patikée
section/;, and forward the packet to the road with smaller delagurrent packet carrier cannot find any contact to the target-i
As a result, among all the vehicles within communicatiorgean section, it chooses the direction with the next lower ptyoaind
(calledcontact$ available at the intersection, the packet will bee-starts the geographical greedy forwarding towardséetar-
forwarded to the one on the road with the smallest delay. If gt intersection. This process continues until the sededirec-
contact is available or all available contacts are goingugh tion has lower priority than the packet carrier’'s currenting
roads with longer delay than the packet carrier’s next tiage direction. At this time, the packet carrier will continuergang
road, the packet carrier passes the intersection with thkepa the packet.
and looks for the next forwarding opportunity.

IV. VEHICLE-ASSISTEDDATA DELIVERY PROTOCOLS

In this section, we present the VADD protocols. We first e o
present protocols used in the Intersection mode and thacbont I,/ e
model. Then we present protocols on the Straightway anaprot e
cols for data return. Fig. 7. A scenario of routing loop
A. VADD Protocols Used in the Intersection Mode As shown in Figure 6, vehiclél forwards the packet t@.

Seems like this is better than selectifigis the next hop, sincé
can immediately forward packet 0. Even if D does not exist,
selectingB seems as good as selectifigsince B will meet C
ool shortly and the packet can be passed’tanyway. However,
L-VADD may result inrouting loops Figure 7 shows one such
scenario. Assume the North direction has the highest pyiand
East has the second highest priorityfirst checks North and can
not find any contact. Then, it checks East, and fiBdghich is
closer towards East. Thus, it forwards the packeBtoUpon
receiving the packef3 checks the North direction first and finds
A is closer towards North, and then passing the packet back to
A. There is a loop betwee# and B.
By deriving and solving Equation 4 at the intersection, the

packet carrier can sort all the outgoing directions and kliec . . . .
. . - A simple solution to break the routing loop is to record the-pr
there is a contact available to help forward through thatation. . ; . : .
vious hop(s) information. As in the above examplegecords its

However, to determine the next hop among all available (mmtaown id as theyrevious_hop before forwarding the packet 8.

and ensure a packet 10 go _through the_pre—computed d'reC%ﬂenB receives the packet, and decides to forward the packet
is not trivial. As shown in Figure 6, vehicld has a packet to t0 A, it checks the previous hop record and finds tHais the

forward to certain destination. Assume the optimal digacfor . . : :
: ) ) revious hop. To avoid a routing loo® will not forward the
this packet is North. There are two available contacts fer t .
packet toA, and look for the next available contact.

packet carrierB moving south and’ moving north.A has two
choices on selecting the next hop for the packgtor C. Both
choices aim at forwarding the packet towards North: selgdii A routing loop may involvex(n > 2) nodes. To detect such
becauseB is geographically closer towards North and provide routing loop, all these previous hops should be recorded.
better possibility to exploit the wireless communicatierg( B However, such loop detection mechanism dramatically dkgra
can immediately pass the packet/fy but C' cannot;) whereas the forwarding performance, since the detection mechamiagn
selectingC' becaus&” is moving in the packet forwarding direc-Prevent many valid nodes from being considered as the ngxt ho
tion. These two choices lead to two different forwardingtpro As shown in Figure 7, ifA is the packet carrier after a routing
cols: Location First Probe (L-VADDandDirection First Probe [00p has been detected, and there is no other contact deailab

Fig. 6. Select the next vehicle to forward the packet

(D-VADD). exceptB. Suppose after botd and B pass the center of the
intersection A continues going East an@ to North. The packet
A.1 Location First Probe (L-VADD) should be forwarded t® sinceB will move towards the best di-

Given the preferred forwarding direction of a packet, L-MBD rection, and the path betweeihand B becomes loop-free. How-
tries to find the closest contact towards that direction astixt ever, as the packet records as the previous hop, forwarding
hop. First, based on Equation 8,; can be obtained for eachthe packet taB is not allowed. Therefore, even though we can
outgoing road-;; at intersectior/;. As a result, each outgoingrecord previous hop information to detect routing loopsnyna
road is assigned a priority where smalley; has higher priority. valid forwarding paths cannot be used.



A.2 Direction First Probe (D-VADD) and Multi-Path Directio | Notations:
First Probe (MD-VADD) I,: the current intersection

; ; _ p: the packet to forward
Routing loop occurs because vehicles do not have an unan E[]: alist of all outgoing roads ak,,, sorted by the order of priority tp

imous agreement on the order of the priority, and then do ndt forwardp
have an agreement on who should carry the packet. To address Nx: the number of outgoing roads At
this issue, D-VADD ensures that everyone agrees on theifyrior | Vneas: next hop vehicle fop

. . . . P(r): the priority of roadr to forward packep
order by letting the vehicle moving towards the desired pack | "~ + (7n7): the neighbor intersectiof; (connected td,, by )

forwarding direction carry the packet. Enter Intersection:
In D-VADD, the direction selection process is the same as L{ _ 9sent < moving direction of the current packet carrier
. . . . . Periodic Probing:
VADD. For a selected direction, instead of probing by looati i=0
(in L-VADD), D-VADD selects the contacts moving towards the | while i < N,, and P(E[i]) > P(dsent) do
selected direction. Among the selected contacts, the arsest S <= all neighbors moving towards rodd|i]
to the selected direction is chosen as the next hop. As shown Yf”_”: « the closest node thea+ (B[i]) in §
Figure 6, D-VADD select€ as the next hop when the selected if Vypest is foundthen
direction is North. Since3 is not moving North, it will not be break
considered. Therefore, D-VADD only probes vehicles moving| en?j”v%';le
towards the direction whose priority is higher than or eqoal it Viens is foundthen
the moving direction of current packet carrier. As the pngpi send a copy of the packetto Vet
strictly follows the priority order of the direction, D-VAD has if P(Eld)) is the highest priority al, then
. . . delete the packet from the buffer
the following property: Any subsequent packet carrier nsove clse
towards the direction whose priority is higher than or eqoal mark the packet aSENT
that of the current packet carrier. dsent < B[]
Theorem 1. D-VADD is free from routing loops at intersection en(é()i?t'nue to hold packet
areas. else
Proof: By contradiction, suppose a routing loop occurs| ~_ ¢oninue to hold packet

and noded andB are in the circle, which indicates that at least| Rgepeatperiodic Probing at the next probing interval
one packet forwarded from passes through® and returns to | Leave Intersection:
A. Consider the first case thdatand B are moving in the same | Purge all packets which have been marNT
direction, and the packet is forwarded frofito B. It indicates
that B is closer towards the destination direction thénwhile
packet passing back td indicates the reverse. In the secondligher thand..,., it sends another copy to the contact, and up-
case, ifA and B move towards different direction, packet fordatesd,.,. accordingly. Only whernl,.,,; reaches the direction
warded fromA to B indicatesB is moving towards the direction Of the highest priority, the packet is deleted from the buffe-
of higher priority than4’s, while packet passing back tbshows mediately after the vehicle exits the Intersection Modehécks
A’s direction has higher priority. Both cases lead to coritrad all buffer entries, and removes all packets that have beekada
tions. Therefore, there is no routing loop in D-VADD. B asSENT. Figure 8illustrates the details of the MD-VADD pro-
In D-VADD, if there are available contacts which can helfPcol.
forward the packet, the packet may pass through the intersedn MD-VADD, some packets may be forwarded through mul-
tion quickly (in milliseconds). However, most likely, a viele tiple paths and a vehicle may receive a packet which is ayrizad
entering an intersection passes the packet to a contachmovis buffer. In this case, the vehicle simply discards thelidaged
towards a sub-optimal direction before it meets the comtamt- packet. MD-VADD is expected to have better packet delivery
ing towards the optimal direction. It would be better if trecket ratio and lower packet delay than D-VADD. In the worst case, i
carrier can carry the packet a little bit longer and pass #ukgt has the same performance as D-VADD, since at least one copy
to the optimal direction. Certainly, this packet carrieoshi not of the packet will use the currently available contacts aB-n
hold the packet longer than the packet delay of going throigh VADD. However, MD-VADD may involve multiple paths and
sub-optimal direction. create duplicate packets, which requires more buffer spade
MD-VADD is inspired by this idea. In order to increase th@enerates more network traffic.
chance of finding contacts to the optimal direction, the pack
carrier does not delete the packet from its own buffer untd i A.3 Hybrid Probe (H-VADD)
forwarded towards the direction of the highest priority. fglo  Comparing to other VADD protocols, L-VADD without loop
specifically, after a contact is selected as the next hop by &etection can minimize the packet forwarding distance @mté
VADD, the packet carrier passes a copy of the packet to the sige delay if there is no loop. However, the routing loop in L-
lected contact, and continues buffering the packet. Intamfdi VADD severely affects the performance and leads to a lowgiack
it marks the packet a§ ENT, and recordd,.,; as the mov- delivery ratio. Loop detection mechanism can remove thé rou
ing direction of the contact to which the packet has just beary loop, but may also increase the forwarding delay. D-VADD
passed. Later, if the packet carrier meets another contdéice a and MD-VADD are free from routing loops; however, they give
same intersection moving towards the direction whoseityisr priority to the moving direction and may suffer from long gat

Fig. 8. MD-VADD Protocol at Intersectiof,,



forwarding distance, and hence long packet delivery delay. In MD-VADD, the packet carrier does not immediately re-
An ideal VADD protocol should minimize the geographic formove the packet which has been passed to another carriet, and
warding distance and does not have routing loops. To achiguay send the packet to multiple contacts towards differgate
this goal, we design a scheme called Hybrid Probe (H-VADD{jpns. In this protocol, although duplicated packets mapdrat
which works as follows. Upon entering an intersection, Hat the intersection?;; is only relevant to the packet expected to
VADD behaves like L-VADD. If a routing loop is detected, itim experience the shortest delay, and it is the copy going tirou
mediately switches to use D-VADD (or MD-VADD) until it exits the best possible direction at the intersection. If intetisa
the current intersection. In this way, H-VADD inherits thé-a only has two outgoing roads, andr;, and satisfie;, < D
vantage of using the shortest forwarding path in L-VADD whewith contacting probabilityC' P;, for contacts towards road,,
there is no routing loop, and use D-VADD (or MD-VADD) toandC P;, for contacts towards road, respectively,P;, would

address the routing loop problem of L-VADD. be equal ta” P,,, andP;;, would beC Py, — C'P;, - CPy,. Thisis
due to the reason that the path with expected minimum dgliver
B. CalculatingP;; delay will count the packet forwarded to roag instead of the

packet to road;, if both contacts are available when the packet

In this section, we provide solutions to calculdtg used in . . .
Section III. Specifically, we choose MD-VADD as the data d&:a/T€f Passes the intersectibn Therefore, to compute,; atl;,

livery protocol, because of its simplicity in modeling thagiket we need to first soir Py for all j E_N(_Z) by the non-decreasing
forwarding process. Certainly, other protocols such asADM order of Dy, the sorted list looks like:

and D-VADD can be modeled to calculak®; in a similar way. CP,;,,CP,;j,,CPy,,--- ,CPij,; wheren = |N(i)|

Our simulation results show that ti#&; value calculated under

MD-VADD model also serves well enough for the other VADDT he subscripts of;s implicitly indicates a meaningful order:
p.rot.ocols.. T_he reason is that differen_t VADD p_rotocolscbmtl Dij, < Dij, < Dijy < -+ < Dy ©6)
similar principle, and would suggest similar optimal padices- : "

warding path. By using basic probability, we can calculate the probabifta

We focus on the normal traffic layout, where each road hggcket being forwarded to roag; at I;. This result is denoted
one-way or two-way traffic and intersections are either aiign 55 p '

/
ized or isolated [4]. Throughout this section we assumeckehi 7

arrivals at intersections follow Poisson distribution. Pj;, = CPy,
The expected time that a packet carrier stays in the Intersec Pl =CPij, — CPy, - CPy,
tion Mode is referred to as theontacting time The contacting P’ _ P
time at a signalized intersectidp, denoted as;, is only related s 43
to the length of the signal interval &t. In an isolated intersec- — (CPyj, - CPy, + CPyy, - CPyy,)
tion, vehicles in all directions can smoothly go throughhaift +CPy, -CPy, - CPy,

being stopped. For a vehicle 4t we assume the average vehi-

cle speed going through the intersection as the averagelgehi

speed at the outgoing road. LR},; denote the radius of the in-

tersection area which is a circle area with the interseqiimint Suppose the packet carrier will move to roagl (either go

as the center. Formula 5 computes the contacting time oflkepacstraight or make a turn) after passihg the packet will only be
carrier which currently enters intersectifnand moves towards forwarded to the road that has higher or equal priority. Tihat

neighbor intersectiot; . foraroadr;;, , if k£ > ¢, P;;, equalsto zero, since the carrier will
continue to buffer data instead of forwarding it towards éow
t;, I; is signalized priority roads. Thus, under the condition that the packetiea
Tij = 213;,]@’ I, is isolated (5) goes to road;;, after leaving/;, the probability that road;,

will be chosen as the packet forwarding direction can be ddfin

The packet carrier is able to forward the packet towards rodd the following conditional probability:

r;; at I;, only if it can meet at least one contact going towards;
roadr;;. Next, we calculate the probability of meeting at least

j,lij. = Prob{packet forwarded to;;, | carrier goes te;;, }

one contact towards roag;. and
ag, i’jp, Vp <c
c—1
CP;j =P(N(Ty) > 1) Pijlie = (1= 221 P, p=c @)
=1— P(N(T3;) = 0) 0, Vp > ¢
1 — e~ iTs) (AijT35)° Let Q;. denote the probability of a vehicle moving (going
0! straight or turning) from the current intersectidntowards the
=1 — e PiiTij next adjacent intersectiohy. P;; can be calculated by the fol-
lowing:
where);; is the average rate of contadsving/; and moving bij = Z Qic X Pij, |ij. (8)

towards road;;. cEN(i)



C. Data Forwarding in the StraightWay Mode its position, a broadcast can be used. To reduce the brdadcas
é)rverhead, an expanding ring based approach where the number
f flooding hops slowly increases from 1 to a threshold. Since
the focus of this paper is on delivering the data to the inform
tion center, we will leave protocols for data return as odurfe

rk.

Data forwarding in the StraightWay mode is much simpl
than the intersection scenario, since the traffic is at mest
direction. We can simply specify a target location and thgpiya
the geographically greedy forwarding. To specify the talge
cation, a simple scheme is to use the intersection aheaccas'{i
target. A better solution needs to identify whether takihg t
intersection ahead or the one behind as the target locafioa.
intersection behind may have shorter de|ay in case the paake In this SeCtion, we evaluate the performance of the four VADD
rier failed to meet any contact in the previous intersectand Protocols L-VADD, D-VADD, MD-VADD and H-VADD. Since
the chances to meet any one at the next intersection aheaghis &-VADD may have routing loops, we evaluate two versions of
less. In this case, we use Equation 2 to compute the expeetedtfiem: L-VADD (with loop) and L-VADD (loop-free), where L-
lay of forwarding data to these two intersections, and piek t VADD (loop-free) records previous three hops information t
one with the smallest expected delay as the target. Themeeis 8v0id intersection routing loops. H-VADD is a hybrid of L-
minor modification when using Equation 2. Originally; is the VADD and D-VADD. Though we apply D-VADD in H-VADD
expected forwarding delay between two neighbor intersasti for simplicity, it does not exclude the possibility of usip-

Now it is the delay between the current location and the seec VADD in H-VADD. We compare the performance of the VADD
intersection: the one ahead or the one behiig.can still be Protocols to several existing protocols: DSR protocol 18
computed by applying Equation 1, using the distance betweipidemic routing protocol [24] and GPSR [14]. Since GPSR is
the current location and the selected intersection. not proposed for sparsely connected networks, its perfocea

If the identified target intersection is the intersectiomady, S vVery poor in vehicular ad hoc networks. To have a fair com-
the packet is forwarded to the target intersection by gesigcal Parison, we extend GPSR by adding buffers. In this way, GPSR
routing [14]. If there is no vehicle available to forward ade (with buffer) can be considered as a simple carry and forward
the current packet carrier continues to carry the packethdf Protocol. For all protocols, if we consider limited buffeze,
identified target intersection is the intersection behine packet Simple FIFO replacement is used to manage the buffer space.

V. PERFORMANCEEVALUATIONS

carrier keeps holding the packet, and waits for a vehicldén t TABLEI
opposite direction. Upon meeting one, it immediately faea SIMULATION SETUP
the packet. Parameter Value
D. Protocols for Query Data Return S|mglat|0n area 4000m x 3200m
# of intersections 24
In the previous sections, we have discussed VADD for deliverNumber of vehicles 150, 210
ing packets from a moving vehicle to a fixed location (informa # of packet senders 15
tion server), which provides information and answers thergu ["Communication range 200m
Next, we discuss how to send the query data back to the movingghicie velocity 15 - 80 miles per hour

vehicle. Thisis differentfrom the previous data delivergtpcol g ffer size (in packet) | 10, 20, 50, 100, 200, 500, unlimited
since the destination is moving. There are some previouk WOTEBR Tate —01-1 pac’ket p’er second

on delivering data to mobilg sinks in sensor networks [15]1[? Data packet size 10B-4 KB
However, these work implicitly assumes a short round tripeti
since end-to-end connection normally exists in sensor ortw
and the mobile sink can not move too far away from its source inThe experimentis based od@00m x 3200m rectangle street
such a short time. However, the assumption may not hold in aarea, which presents a grid layout. The street layout iveleri
environment. and normalized from a snapshot of a real street map in Topolog
Our solution is based on the predictable vehicle mobility. €ally Integrated Geographic Encoding and Referencing ERB
is natural to assume the vehicle is moving with pre-specifeed database [2] from U.S. Census Bureau. These map data age tran
jectory, at least unchanged for a short time period due todthé formed into the data format that can be used by ns2, based on
layout. If GPS is used, the GPS system already knows the detgthniques presented in [23].
nation of the vehicle and can figure out the trajectory of the v  Different number of vehicles are deployed to the map, and the
hicle. These moving trajectory can be added to the querygtachnitial distribution follows the predefined traffic density¥hen,
After the information server receives the query, it attactie each vehicle randomly chooses one of the intersection desdts
moving trajectory with the query reply. Intermediate védsc tination, and move along the road to this destination. Thes-av
that delivering the query reply needs to calculate the dastin age speed ranges from 15 to 80 miles per hour, depending on the
position, and deliver the query reply to that position. Teesa speed limit of the specific road it travels on, with a variaotg
computation overhead, the information server can caleuts miles per hour. Figure 9 shows a snapshot of the simulaties ar
expected position of the requester based on the movingctraje Certain roads are chosen to go through with higher probabil-
tory. During the calculation, the information server cae tise ity to produce uneven traffic density. Among all vehicles,of5
guery delivering time to estimate the query reply delivgtime. them are randomly chosen to send CBR data packet to fixed sites
As this is only an estimate, and the requester may have clandaring the move. To evaluate the performance on differetat da

Vehicle beacon interval 0.5 sec




Fig. 9. A snapshot of the simulation setup area
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LI~ - Hr s 5 | | H - ever, when vehicle density is high (in Figure 10(b)), whére t
SO | i B 4 NN Y A connectivity is much better than the previous scenario, RGPS
' : 5 W 4 ,‘i ! achieves very good delivery ratio, since the node mobility w
ar W 3 ‘ e help carry and forward the packets which temporarily reheh t
! 3{ J : ! L e void zone. Intuitively, epidemic routing explores everyspible
1> : T P T S Al path to the destination, and should represent the upperdbmiun
e S e | the data delivery ratio. This is true when the data senditegisa
X T H e low (e.g., when the data rate is 0.1 packet per second), and th
i of node density is low. However, as the data sending rate inesga
<L s \ ; ‘ Hp epidemic routing underperforms most of VADD protocols. sThi
‘:ﬁ o r T is due to MAC layer collisions. As the number of data requests
1 increases, the network traffic dramatically increases idezpic

routing (see Figure 13), thus increasing the number ofsiotis
and reducing the packet delivery ratio. At more denselyaegd

transmission density, we vary the data sending rate (CB& rqletwork as Figure 10(b), the delivery ratio of epidemic poof
from 0.1 to 1 packet per second. All experiment paramet&r's @f;ops even faster. While epidemic routing is very sensitive
shown in Table I. For a packet to reach a certain destina@n, ine data rate and nodes density, VADD protocols, partitular

priority ranking of the outgoing roads at the intersectiarespre- H-VADD, steadily hold the close-to-optimum delivery ratio
computed and loaded to the vehicle as the simulation sints. jifferent settings.

performance of the protocols are measured by the data delive
ratio, the data delivery delay, and the generated traffichmad.

A. The Data Delivery Ratio

In this section, we compare the performance of VADD pro-
tocols with epidemic routing, GPSR (with buffer), and DSR in
terms of data delivery ratio, and examine how it is affectgd b
data transmission density and vehicle density.

Figure 10 shows the data delivery ratio as a function of tha da
sending rate with unlimited buffer size, and compare thégper
mance under different vehicle density settings. As showthén
figure, DSR has the lowest data delivery ratio and is not suit-
able for sparsely connected vehicular networks. AlthouBSE  Fig. 11. Percent of data packets dropped due to routing loop#AC layer
(with buffer) is implemented in a carry and forward way, ihist
a good choice since the geographical approach sometimés lea
to void areas with few vehicles passing by, and it cannot makeFigure 10 also compares several VADD protocols. Among

use of the traffic patterns. Therefore, its delivery ratipd®r
when vehicle density is low, as shown in Figure 10(a). Howpresenting the best delivery ratio. MD-VADD shows sligHibt-
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them, H-VADD has the benefits of both L-VADD and D-VADD,
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Fig. 12. Data delivery delay as a function of data sending rat

ter delivery ratio than D-VADD and loop-free L-VADD at lowerlIn this case, GPSR shows much longer delivery delay since it
vehicle density, and approximately the same ratio at hidgti-vedoes not consider the vehicle traffic pattern when making dec
cle density. As discussed in the previous section, loopctiete sions.
prevents some packets from being sent to loop vulnerabianei H-VADD presents similar delivery delay as MD-VADD when
bors, which reduces the chance of using some valid good .pathge vehicle density is low, since it relies more on D-VADD for
However, with a high vehicle density, intersection routiogps loop recovery because of more routing loops. When the vehicl
do not occur frequently, and L-VADD (loop-free) does noteheedensity is high, the delay of H-VADD is lower than MD-VADD,
to exclude too many innocent nodes to recover from the lodmt close to that of L-VADD. This shows that it behaves more
and its delivery ratio becomes higher. like L-VADD, but has better packet delivery ratio than loopd
L-VADD (with loop) has the lowest data delivery ratio amond.-VADD. These results verify that H-VADD effectively capks
the VADD protocols, and performs especially poor when tHBe advantages of both L-VADD and D-VADD.
node density is low, since routing loops frequently happsth a The delivery delay is affected by the delivery ratio, and som
lead to packet drops. Figure 11 compares the percentagasof @xtreme long-delay packets may greatly increase the méae.va
packet dropped due to TTL or MAC layer collision at 150-nod€o better study the delivery delay, we examine the “The ldwes
setting. It also verifies the effectiveness of the routingplale- 75% delivery delay”, which is the average delay of the lowest

tection mechanism used by loop-free L-VADD. 75% packets. As shown in Figure 12(c), the delay of H-VADD
is only half of the D-VADD (or MD-VADD). It is similar to L-
B. The Data Delivery Delay VADD since it behaves more like L-VADD when the node den-

In this section we compare the data delivery delay from mo$iy is high. MD-VADD shows slightly lower delivery delayah
ing vehicles to fixed sites using carry and forward schemds:VADD since MD-VADD issues multiple copies to increase the
Here, we do not consider DSR since its data delivery ratio §§ance of forwarding the packet through the best road.
too low. Similarly, we do not consider the L-VADD protocolelu 10000
to its low delivery ratio compared to MD-VADD and D-VADD.

L.VADD (Loop-free) ——+— o]
L-VADD (with loop) ---x--- ..~

°
Note that a low delivery ratio may reduce the average data des D-VADD _a-%=""
livery delay since most undelivered packets may result imglo MEZ%\BB e
o . . . ‘ Epidemic --—-&---
delay. This is especially true in the DSR protocol, whichyonl 1000 L PSR (Withp'bjf;g'rc) e |

&

forwards packets through wireless communication whertees o
carry and forward protocols may also rely on the vehicle move
ment.

Figure 12 shows the change of data delivery delay by increas(g
ing the data sending rate. Epidemic routing presents optimu £
delivery delay only when the data rate is very low. As the data8
sending rate increases, the delay of epidemic routing aso i &
creases, since epidemic routing generates many redunaieiat p ©

ets generated per se
|

100 b

10 1 1 1 1 1 1 1 1

ets. As the traffic load increases, many packets may be ddoppe 01 02 03 04 05 06 07 08 09 1
Even though the redundant copies can help the packet be even- Data sending rate
tually delivered, the delay increases. GPSR has relatiosly Fig. 13. The number of packets generated

data delivery delay at low node density (Figure 12(a)), big i

not meaningful simply because of its low delivery ratio. Aid#a C. Data Traffic Overhead

comparison is when GPSR, epidemic routing and VADDs haveln this section, we evaluate the overhead of the carry and for
similar delivery ratio, e.g., at data rate below 0.4 in Fegi2(b). ward protocols by using the number of packets generated per
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Fig. 14. Impact of data packet size

second, which is a summation of individual packet-hops. Foodes deployment scenario with data sending rate of 0.25 (se
example, if a generated packet is forwarded 10 hops, theepadkigure 10(b)), where GPSR, epidemic routing and VADDs all
overhead is counted as 10 packet-hops. All results showrign thave similar delivery ratio (around 90%).

section are based on the 210-node deployment scenarioreFigu

13 shows the generated packet overhead as a function oftéhe da '
sending rate with unlimited buffer. As the sending rateéases,
the number of packets generated by all protocols also isesea
However, the increasing trend is different. The overheagbdf
demic routing increases much faster than other protocadalu o
the redundant packets generated. 2
For the VADD protocols, L-VADD (with loop) has the high- i;» i
est overhead due to loops whereas all the other VADD prasocold K
have about the same low overhead. Compared to D-VADD, MD- %6 .~ L'VADD (with 1og) —— |
VADD generates a little bit more traffic since it sometimesh® D-VADD ---%---
multiple paths to find the best road. 051 VO
Epidemic ----a---
D. The Impact of Data Packet Size 04 e . .. . GPSRwithbuffer) =
Figure 14 illustrates the impact of data packet size on tie pe 10 100
formance of GPSR, epidemic routing protocol, and H-VADD. Buffer size
Larger packet size consumes more bandwidth and generates Fig. 15. Data delivery ratio at different buffer sizes

more contention for the limited wireless channel. As shown i Generally speaking, as the buffer size increases, the @ata d
Figure 14(a), the total injected data traffic using epidepti@- livery ratio increases. This is due to the reason that irsingahe
tocol increases much faster than GPSR and H-VADD. We inteuffer space increases the chance for the packet carrierd@fi
tionally choose the setting at a very low data sending rate (ehicle to relay the data. On the other hand, with limiteddauf

per second), where the delay of epidemic routing is close-to klze, new data packets may replace the old undelivered pack-
VADD, and the delivery ratio is slightly better than H-VADD a ets, resulting in packet drops and low delivery ratio. Asvamo

the starting size (10 Bytes) due to the help of large amourg-of in both Figure 15 and 16, epidemic routing is more sensitive t
dundant packets. The delivery ratio of the epidemic roupr@@ the buffer size compared to other protocols because it geswer
tocol drops much faster than H-VADD as the data size incseasgany redundant packets which need much more buffer space.
(see Figure 14(b)). As shown in Figure 14(c), the delivery d&pidemic routing has the lowest delivery ratio when the dauff
lay of the epidemic protocol increases dramatically as #uket size is small. As the buffer space increases, its deliveiy ia-

size increases due to the congestion caused by the huge trafitases much faster than other protocols. However, itsedgli
load. The delay of GPSR slightly decreases as the packet sizggay suffers as the buffer size increases. The reasortisthar
increases since some long delay packets are dropped. Feombiliffer size leads to more data packet exchange between peers
figure, we can also see that H-VADD has the lowest data dglivehe chance of congestion also increases. In this case, levegh
delay for different data sizes. the packet can reach the destination due to the redundaiescop
the packet going through the shortest path is often drogdgigel.

E.V-\;r?i?elrglrl)etlﬁgogrBel\J/?ci:sSirzeesults implicitly assumes unlirdite 2" 16 shows that the delivery delay of epidemic routing also

buffer size for each node, Figure 15 and Figure 16 illustnatg increases much faster as the buffer size increases.
these protocols react to the limited buffer size in termsedive Among all VADDs, MD-VADD is more sensitive to the buffer
ery ratio and delay. To make fair comparison, we choose the Ziize than others because it needs to generate redundaasgcopi
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its delivery ratio and delay can reach the steady state atcnmu
smaller buffer size than the epidemic routing protocol. ADD (16]
only needs very small amount of buffer to reach the optimum

delay and delivery ratio. Also, it outperforms epidemicting [17]
protocol in both delay and packet delivery ratio most of tithe (18]
expected, GPSR still has the longest delay.

[19]

VI. CONCLUSIONS

Many researchers and industry players believe that the-bejze]
fit of vehicular networks on traffic safety and many commercia
applications [26], [28], [30] should be able to justify thest. |2
With such a vehicular network, many data delivery applaagi
can be supported without extra hardware cost. Howevetjegis
protocols are not suitable for supporting delay toleratgliep-
tions in sparsely connected vehicular networks. To address
problem, we adopted the idea of carry and forward, where a mé&kP)
ing vehicle carries the packet until a new vehicle movesisto [24]
vicinity and forwards the packet. Different from existingroy
and forward solutions, we make use of the predicable vehidf@
mobility, which is limited by the traffic pattern and road tat. [26]
We proposed several vehicle-assisted data delivery (VARD)
tocols: L-VADD, D-VADD, MD-VADD and H-VADD based on
the techniques used for road selection at the intersedixper-
imental results showed that the proposed VADD protocols ol#él
perform existing solutions in terms of packet deliveryoatata
packet delay and traffic overhead. Among the proposed VADD
protocols, the H-VADD protocol has much better performancel2®!

As future work, we will consider using vehicles from nearby
road, although this will be more complex. We will also addre$30]
issues on designing protocols for query data return.

[22]

[27]

[31]
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